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Abstract

Brain function is, in part, maintained by an appropriate balance between excitatory and in-

hibitory elements. In relation to excitability, factors such as the complement and distribution of

ion channels, properties and composition of synaptic proteins, and dynamics affecting network

synchrony all interact to modulate neuronal firing and network activity. In this dissertation, I

present a series of three focused studies at the level of ion channels (T-type calcium channels),

synaptic transmission (prion protein), and network activity (high frequency oscillations) that

affect neuronal excitability. With regards to Cav3.2 T-type voltage-gated calcium channels, I

demonstrate that novel missense mutations, as identified in patients with idiopathic generalized

epilepsies, can result in alteration of channel biophysical properties. The majority of mutants

altered gating properties consistent with greater channel activity. However, most of these bio-

physical alterations were not large in magnitude suggesting that the role of these channels in

relation to other cellular processes may be affected. At the level of synapses, I describe a novel

interaction/modulation of NMDA receptor currents by the endogenous prion protein (PrP). Us-

ing PrP-null mice, I show that loss of PrP results in enhanced synaptic NMDA currents with

greater amplitude and prolonged deactivation kinetics. These changes do not seem to be related

to developmental effects and possibly involve an NMDA receptor subunit switch to functional

receptors containing NR2D. At the network level, I show that high frequency oscillations in

field recordings in vitro and in the EEG from patients with epilepsy are localized to the seizure

onset zone and increase over time during the immediate pre-seizure period. This knowledge

can be used to better localized seizures for surgical resection, thereby improving seizure con-

trol in intractable patients. These three topics and their relevance to hyperexcitable states are

discussed in the context of epileptiform seizure activity and neurological disease.
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Chapter 1

General Introduction

1.1 Neuronal Excitability in the Normal and Epileptic Brain: A Pream-

ble on Three Focused Studies at the Level of Channels, Receptors,

and Networks

The human brain ranks amongst the most complex systems in the known universe. The brain

is composed of neuronal, glial, and vascular-associated (endothelial) elements, and together

these integrated components govern the system’s overall function. There are approximately

1011 neurons in the human brain, much fewer than the number of glia and each neuron can

make upwards of 103 synaptic connections [159]; upper estimates for the total number of

synapses in the cerebral cortex range around 300 trillion [182]. The overarching functions of

the brain encompass sensory information processing, information storage, decision making,

and regulation of a wide range of bodily processes such as neuroendocrine control. The overall

complexity of the brain is a manifestation of different levels of intricacy that start at the single

neuron-level and extend to nonlinear aspects of network dynamics. Indeed, interconnections in

the brain are numerous and each neuronal element, along with glial and vascular counterparts,

play integrated roles in information processing. At the cell level, neurons exhibit much of

the same cellular functions (e.g. gene regulation/expression, protein modification/trafficking,

intra- and inter-cell signalling, etc.) as other cells in other organs. However, due to the strong

influence of electrochemical activity, and the sheer number of interacting cells and modes of

communication (chemical and electrical synapses, in addition to ephaptic interactions), each

neuron can exhibit a wide range of behaviour. Moreover, the activity of sub-populations of

neurons can influence the activity of larger neuronal networks and conversely the activity of

the network can trigger radical and cell-type-specific changes in single cells and subpopulations

thereof.

1
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The behaviour of neurons is in large part governed by genetic and activity-dependent pro-

cesses, which at the mechanistic level, act on proteins to alter factors such as: expression, traf-

ficking, modulation via phosphorylation, allosteric effectors, in addition to properties such as

voltage-dependence, and pH & temperature sensitivity. In particular, ion channels and synapse-

associated ligand-gated channels are key proteins that govern neuronal firing and are central to

the neuron’s information processing ability. The mechanisms of neuronal firing are attributable

to a diverse complement of ionic currents which, depending on cell-type and location in the

brain, are modulated by and modulate, the action of synaptic proteins at pre- and post-synaptic

terminals. As a crude categorization, neurons can be grouped by their morphology, neurotrans-

mitter type, and/or location in particular neuronal circuits within anatomical structures. The

transmitter can then subclassify neuronal type into excitatory vs. inhibitory. Thus, it can be

inferred that proper brain function is dependent on the appropriate, yet dynamic, balance be-

tween excitatory and inhibitory neuronal networks. There are numerous instances where this

balance can be compromised or exacerbated leading to pathological brain activity, as is the case

in epilepsy, and perhaps other neurological disorders ranging from autism to Parkinson’s, and

even depression. As epilepsy is the context in which I will discuss modulators of neuronal ex-

citability, I will focus on the three specific elements that have bearing on neuronal excitability

at three levels: (1) ion channels, (2) synapses, and (3) networks (Fig. 1.1).

Neuronal firing, whether due to intrinsic membrane properties or due to synaptic inputs,

is arguably the final readout of its computational/information processing. Firing patterns can

vary between being regular (tonic), irregular, chaotic, and even stochastic. Often, a single

neuron is capable of several modes of firing, and can undergo rapid switching between types

on short time scales due to intrinsic membrane properties and/or network dynamics. Indeed,

this is very common in neocortical neurons that seem to exhibit at least six different modes of

firing. Moreover, some neurons may even be silent and only become active during particular

(network) states of activity. Since firing is synonymous with spiking, attributes of action po-

tentials can also be as variable as the neuronal cell types that generate them. Differently shaped

spikes, spike latencies, and time courses of neurotransmitter release from terminals are all vari-

ables that can be cell-type specific and can be altered in pathological conditions. In response
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Chapter 2

T-type Voltage-gated
Calcium Channels

Ion Channel:

Chapter 4

Prion Protein
and NMDA Receptors

Synapse:

Chapter 3

High Frequency
Oscillations

Network:

Neuronal Excitability
and the Epileptic Brain

Figure 1.1: Dissertation at a glance showing the focus of each chapter: (Chapter 2) T-type cal-
cium channels, (Chapter 3) High Frequency Oscillations, and (Chapter 4) Prion proteins and
NMDA receptors. Each of these chapters focuses at a different level, from cellular proteins
found on soma and dendrites (T-type channels), to synaptic proteins (prion protein and NMDA
receptors), and up-scale to the level of network activity (High Frequency Oscillations, HFOs).
In Chapter 2 I will explore the functional consequences of reported T-type Cav3.2 channel mu-
tations associated with a form of generalized epilepsy (see seizure classification, section 1.2).
In Chapter 3 I will investigate HFOs, a neuronal population phenomenon observed in EEG and
its use for seizure localization and detection of pre-seizure changes. In the final Chapter 4,
I report on a novel study, with serendipitous beginnings, showing that the endogenous cellu-
lar prion protein (PrP), a protein with ill-defined function, seems to have a protective role in
modulating the activity of the NMDA receptor.
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to synaptic inputs, even cells of the same type and localization can behave completely differ-

ently, and the converse is also true, where very different neurons can exhibit virtually identical

firing patterns. This diversity in activity is believed to be governed by factors such as dif-

ferent complements of ion channels, receptors, location of synaptic inputs (i.e. morphology),

and the prior state of activity of the neuron (computational history). However, as important as

these factors are, they do not determine (in a pure deterministic sense) the output of the neu-

ron per se. Rather, these factors can be considered as ‘system parameters’. A subset of these

parameters can be considered as state variables, which are elemental to governing the overall

dynamics of the neuron. In other words, these state variables define the rules by which the

neuron operates. A consequence of this is that different conductances can result in the same set

of governing rules and therefore firing modes, and conversely, similar currents can results in

different responses. Therefore, “the currents define what kind of dynamical system the neuron

is” [159]. These notions extend beyond physiological functions and into disease states where

neuronal dynamics can be altered by changes in one or more system variables. For example, al-

terations in protein function due to missense mutations can alter neuronal firing properties that

can have consequences at the network level. Indeed, in the context of epilepsy there is prece-

dence for this. Point mutations have been reported in a series of ion channels (including Na+,

K+, and Ca+2 voltage-gated channels), in addition to ligand-gated channels such as GABAA.

When considering neuronal dynamics, it is helpful to consider the following categorization of

variables, in particular relation to ionic currents [159]: (1) membrane potential, (2) excitation

variables: e.g. Na+ channel activation, in general, variables responsible for the upstroke of

spikes, (3) recovery variables: e.g. Na+ channel inactivation and activation of voltage-gated

K+ conductances responsible for repolarization, and finally (4) adaptation variables: transient

or slow conductances such as Ca+2 activated currents; any such currents come into play dur-

ing prolonged spiking activity. In-line with the notion of ionic channel alterations and their

meaning as a system variable capable of altering firing dynamics, I investigated altered proper-

ties of one such ionic conductance (categorized under excitation variables), the Cav3.2 T-type

calcium channel, and studied the effects of epilepsy-associated missense mutations on channel

biophysical properties as reported in Chapter 2.
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Highly interconnected neuronal networks in the brain are substrates in which brain func-

tion takes place. These networks, in their various anatomical structures, have the ability to

oscillate and synchronize and often do so for a variety of purposes ranging from secretion of

hormones, to pattern generation for fine motor control, and generation of sleep rhythms. In

each instance, sub-populations of neurons in a larger network exhibit transient synchronization

that define normal physiological brain rhythms. It should be noted that synchrony of neurons

is brought on, mechanistically, predominantly by neurotransmission, but can include the ac-

tion of electrotonic and ephaptic communication. The activity of individual neuronal elements

can result in altered population (i.e. ensemble) activity. However, once again, complex and

diverse network activity can be observed from a cluster of identical neurons that, due to syn-

ergistic interactions, at the ‘network level’ give it properties that go beyond the law of linear

superposition (i.e. network behaviour can be more than the sum of its parts). Each parameter,

both at the cell and network levels, is available for alteration under the disease condition, and

once pathological processes have taken hold it is often difficult to dissociate causal relations

between participating elements (e.g. a current dilemma in human epilepsy is whether mesial

temporal lobe sclerosis is the cause or effect of seizure activity in that structure). This notion is

complicated by the fact that neuronal properties can feedback to alter network dynamics, and

vice versa. Moreover, activity at the network level can trigger alterations in gene expression

that can affect parameters such as the firing properties and regulation of cellular homeostasis.

I recently discovered a novel regulation of NMDA receptors by the endogenous cellular prion

protein (PrPC). This interaction was unmasked by using PrP-null mice, which seem to exhibit

markedly enhanced NMDA receptor function with significant physiological consequences in

relation to excitability and excitotoxicity (see Chapter 4 for more details).

In the context of altered network excitability, as it relates to epileptic activity, several

network-level alterations have been widely studied. The hallmark of an epileptic network is

the presence of sharpwaves or field spikes in extracellular recordings; these are referred to as

interictal (i.e. between seizures) spikes. Underlying interictal spikes are synchronized bursts of

activity from a local population of neurons in the vicinity of the recording electrode. Most brain

structures do not exhibit this activity unless an epileptiform condition is present, although some
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physiological sharpwave activity has been observed in the hippocampus of rodents. When it

comes to ictal (i.e. seizure) genesis, not all brain regions have the same threshold. A large

body of evidence supports the notion that the cerebral cortex and hippocampus are particularly

seizure-prone areas, with the former being the more difficult to treat clinically (i.e. neocortical

epilepsy, also see Section 1.2)

The intracellular correlate of interictal spikes is called the paroxysmal depolarizing shift

(PDS), which represents a sustained depolarization that converts regular spiking neurons to

burst-mode activity for the duration of the PDS. The PDS is believed to be caused by strong

synaptic inputs resulting from synchronous firing of cells. It is postulated that this is due to

alterations in the balance between inhibition and excitation (e.g. pathological GABAergic in-

terneuron function in the hippocampus can result in abnormal synchronization in pyramidal

neurons). However, such alterations can at times be nonintuitive, since there is a significant

amount of evidence that exacerbated GABAergic activity can actually cause seizure activity

[15]. In relation to PDS generation, recent evidence suggests that glutamate released by astro-

cytes and/or R-type calcium currents can also contribute to the prolonged transient depolariza-

tion that is the PDS [184]. An indicator for the presence of an epileptic condition relates to

the frequency components observed within population field activity; given that sharpwaves can

also have a physiological purpose. Studies have shown that oscillations in the range of 100-

200 Hz can be present during both normal and epileptiform activity; this evidence includes

recordings in vitro, in vivo, and in patients with epilepsy undergoing invasive EEG monitoring.

However, oscillations greater than 200 Hz are believed to be exclusively pathophysiological. I

will expand on this theme in my study of High Frequency Oscillations (HFOs) (see Chapter 3

for more details).

1.2 Seizures and the Route to Epilepsy

Imagine the brain as a large construction project where the neuronal elements are the workers

and planners. The brain, like the construction site, is a rich and dynamic environment where

many processes are occurring both simultaneously, cooperatively, and in some cases indepen-

dently. Normally, the workers go about their assigned tasks to advance the project mostly
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asynchronously, but at times they work in groups together on a common task. Now imagine a

scenario where some of the workers begin to synchronously engage in a single task that serves

no purpose for the overall function of the project. Rapidly, the sentiment spreads and now all

of the workers are performing the same disruptive task - the rich and dynamic system is now

periodic and dysfunctional. This is the essence of the transition to an epileptic seizure.

Epilepsy is a disorder of recurrent spontaneous seizures and is amongst the most common

neurological conditions, accounting for 0.5% of the whole burden of diseases worldwide [194].

One in ten persons with a normal life span can expect to experience at least one seizure [109].

Epileptic seizures are characterized as abnormal hyperexcitable, hypersynchronous neuronal

population activity and manifest themselves in different ways depending on their site of origin

and subsequent spread [108]. The clinical diversity observed in epileptic seizure disorders is a

reflection of the numerous cellular and network routes to seizure genesis. Seizures can origi-

nate in different brain regions that are responsible for motor, sensory, cognitive, and autonomic

systems. The transition to seizure activity can be considered as a disruption of normal brain

function. This transformation to pathological activity can be manifested by changes that occur

at the level of single neurons (e.g., molecular alterations in ion channels, complements thereof,

and regulatory proteins), local circuitry (e.g., alterations in cell-to-cell coupling via chemical

and electrical synapses as well as ephaptic communication), or at the level of anatomically

defined neuronal networks (e.g., structural changes and alteration between excitatory and in-

hibitory neuronal, interneuronal, and glial elements) [225].

The dynamics of how epileptogenesis arises from local neuronal populations or circuits

and anatomically spreads to the point of becoming a clinically relevant seizure event is not

known. This transition is putatively brought on by complex interactions between neuronal

populations, both within and between local neuronal circuits. This may explain the observed

diversity in the clinical manifestation of seizures between and within patients. Furthermore,

neuronal systems are known to respond with sensitivity to slight stimuli and environmental

changes, illustrating their nonlinear properties. Based on the characterized nonlinear proper-

ties of neuronal populations and the clinical presentation of epileptic phenomenon, epilepsy is

regarded as a “dynamic disease”, where a pathological loss of complexity in the brain gives rise
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to abnormal hypersynchronous activity that underlies a seizure [207, 208]. This notion rests on

experimentally confirmed observations that normal brain activity can be quantified (modeled)

as a system with multiple (complex) states. In contrast, seizure activity corresponds to a model

system with reduced complexity, and hence a reduced number of states; this change in state

can be interpreted in terms of information loss [199]. Indeed, during most seizures, there is a

loss of higher brain functions, such as memory formation, and in the case of complex seizures,

consciousness is disrupted.
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Figure 1.2: Spike-wave discharges in human absence epilepsy. Typical 3-4 Hz spike-wave dis-
charges observed over the entire brain, a hallmark of generalized epilepsy. Electroencephalo-
graphic (EEG) recordings are presented for a selection of electrodes placed over the scalp
covering the entire head. Placement of EEG electrodes is depicted on a head model. Voltage
tracings are presented in a bi-polar manner with potentials, originally recorded in reference
to a non-involved electrode, represented as a subtraction from two neighboring electrodes to
produce a single tracing. Adapted from Ref. [385].
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Table 1.1: Clinical attributes of Generalized Idiopathic Epilepsy. Generalized seizures show
bilateral and synchronous onset observed in EEG recordings. Seizures in idiopathic generalized
epilepsy are usually one of several types: generalized tonic-clonic, myoclonic, absence, or
atypical absence. Idiopathic generalized epilepsy is a subtype of generalized epilepsy that has
a genetic predisposition and includes the following epileptic disorders [3]

A - Childhood absence epilepsy
- Absence seizures manifest between ages of 4 to 8
- More common in females
- Respond well to antiepileptic drugs
B - Juvenile absence epilepsy
- Onset around puberty
- No sex predominance
- Atypical absence seizures
- Often have other seizure types (generalized
tonic-clonic, myoclonic, and atonic seizures
- Patients may be intellectually impaired
C - Juvenile myoclonic epilepsy
- Seizure onset between ages of 8 to 18
- Have generalized tonic-clonic and myoclonic seizures
- Myoclonic seizures are characterized by sudden jerks
of the neck, shoulders, and arms that may be repetitive
without losing awareness
- Patients may exhibit photosensitivity
- Most common form of idiopathic generalized epilepsy
D - Generalized tonic-clonic seizures alone
� Seizures occur upon awakening
� Seizures can occur during sleep
� Time of seizure occurrence may not be linked to any external factors
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Table 1.2: Other voltage- and ligand-gated ion channel genes carrying mutations that have
been linked to idiopathic generalized epilepsies. Abbreviations: EA - episodic ataxia, BFNC -
benign familial neonatal convulsions, CAE - childhood absence epilepsy, GEFS+ - generalized
epilepsy with febrile seizures plus, SMEI - severe myoclonic epilepsy of infancy, BFNIS -
benign familial neonatal and infantile seizures, JME - juvenile myoclonic epilepsy, FS - febrile
seizures.

Gene Channel or Subunit Epilepsy Disorder References
KCNA1 Kv1.1 EA1 [35, 391]
KCNQ2 Kv7.2 BFNC, myokymia [85]
KCNQ3 Kv7.3 BFNC [50, 304]
CLCN2 CLC-2 CAE [142]
SCN1A Nav1.1 GEFS+, SMEI [60, 112]
SCN2A Nav1.2 GEFS+, BFNIS [148, 326]
SCN1B b1 GEFS+ [357]
GABRA1 GABAA (a1) JME [68]
GABRG2 GABAA (g2) GEFS+, FS, CAE [12, 356]
GABRD GABAA (d ) GEFS+ [92]

1.2.1 Features of Idiopathic Generalized Epilepsy

From a clinical perspective, epilepsy can be classified into two broad categories [134]. First,

focal (or partial) epileptic seizures arise from small localized brain regions (e.g. motor cor-

tex). Partial epileptic seizures can also arise from focal brain lesions caused, for example, by

traumatic brain injury [145]. Moreover, it is now known that certain focal epilepsies can have

a genetic origin [347]. The second category comprises generalized epilepsies, where seizures

are characterized by virtually simultaneous onset over both brain hemispheres as seen using

scalp electroencephalography (EEG, see Fig. 1.2). The generalized epileptic syndromes can

further be classified as either symptomatic or idiopathic. Symptomatic generalized epilepsy is

thought to be caused by identifiable factors such as anoxia and infection, which can result in

widespread brain damage. In contrast, idiopathic generalized epilepsies have no clear etiol-

ogy and may be at least partly caused by defects at the genetic level [20, 247]. Data gathered

from several cohort studies suggests that the frequency of idiopathic generalized epilepsies in

the general epilepsy population is between 15-20% (reviewed in [160]). As outlined above,

although epileptic disorders span a continuum of conditions, I focus here predominantly on
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idiopathic generalized epilepsies in order to highlight recent developments implicating the in-

volvement of voltage-gated calcium channels in this spectrum of epilepsy disorders. Absence-

type epilepsies account for 3 to 4 percent of all seizure disorders [86]. As classified by the

International League Against Epilepsy (ILAE) [3], typical absence seizures are a defining at-

tribute of several of the idiopathic generalized epilepsies (Table 1.1). Seizures are character-

ized by a sudden impairment in consciousness, behavioural arrest, and may be accompanied

by facial clonus, or other subtle physical manifestations. These seizures are generally short

in duration (lasting typically less than 10 seconds) and terminate suddenly without any post-

seizure alterations in behaviour. The electrographic hallmark of absence seizures are general-

ized spike-wave discharges (SWDs) that can be recorded using scalp EEG. These discharges

typically arise synchronously over both brain hemispheres with a frequency of approximately

3-4 Hz and are maximal over frontal midline regions with minimal involvement of posterior

brain regions [108, 153, 283]. In generalized epilepsy, SWDs are principally mediated by in-

teractions between thalamic and cortical networks [20] and are known to involve the activity

of voltage-gated calcium channels. It must be noted that although absence seizures are al-

ways associated with SWDs, the converse is not true as SWDs are observed in other forms of

epilepsy [108]. This is a relevant point when considering subsequent discussion on models of

spike-wave epilepsy.

Patients affected by idiopathic generalized epilepsy commonly present with their first seizure

between the ages of six and sixteen [134], however adult onset has also been reported [220]. Pa-

tients with idiopathic epilepsy syndromes exhibit no underlying structural or brain lesions visi-

ble on MRI (magnetic resonance imaging) and are otherwise neurologically normal [134, 109].

In the case where absence seizures are the predominant epileptic seizure type [109], childhood

absence epilepsy and juvenile absence epilepsy encompass the two main idiopathic epilepsy

subtypes. Patients with childhood absence epilepsy are typically neurologically normal. On the

other hand, juvenile absence epilepsy patients may have intellectual impairment and they have

atypical absence seizures, characterized by a longer duration, less abrupt onset, loss of postu-

ral tone, and often the co-occurrence of other seizure types (Table 1.1). Two other idiopathic

generalized epilepsy seizure types - juvenile myoclonic epilepsy and idiopathic generalized
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epilepsy with tonic-clonic seizures alone [8] (Table 1.1) are recognized by the international

classification [3]. Specific diagnosis of different idiopathic generalized epilepsy types occurs

best when both clinical and EEG data are available. It is interesting to note that generalized

tonic-clonic seizures in idiopathic generalized epilepsy usually occur after awakening, partic-

ularly from a brief period of sleep when preceded by sleep depravation. This relation is par-

ticularly clear in patients with juvenile myoclonic epilepsy and implicates the thalamocortical

network, which is known to be involved in both sleep rhythm and SWD generation.

Of the absence-type idiopathic generalized epilepsy disorders, childhood absence epilepsy

is perhaps the one that has been most extensively studied at the genetic level. Patients with

childhood absence epilepsy can have a family history of epilepsy that is inherited in an auto-

somal dominant manner, with concordances of up to 85% reported in monozygotic twins [14].

However, genetic studies have also identified individuals with mutant genes who do not exhibit

the epileptic phenotype [294]. Moreover, the precise identification of gene loci is complicated

by the presence of a large number of genetic polymorphisms in the childhood absence epilepsy

population [289]. Therefore, it is not entirely clear what the relative contributions of external or

endogenous factors (such as involvement of multiple genes) are in bringing about the spectrum

of epileptic seizure types observed in idiopathic generalized epilepsies. Nonetheless, there is

substantial evidence implicating a genetic component in idiopathic generalized epilepsy, and in

particular in absence-type seizure disorders [151]. Genetic association studies have identified

mutations in a number of different types of voltage-gated channels and ligand-gated channels,

including GABAA receptors, as well as voltage-dependent Na+, K+, and Cl� channels, re-

sulting in either a gain or loss of function [127, 246, 345] (see Table 1.2). In the context of

idiopathic epilepsies, the two brain structures that have received the most attention are the neo-

cortex and the thalamus. The normal connectivity of these two brain structures differs at the

level of neuronal/interneuronal cell types and at the level of network organization. Interactions

between the thalamus and neocortex bring about synchronized oscillations that, under normal

conditions, serve physiological roles such as the generation of sleep spindles, which occur in

early stages of sleep [321]. During spike-wave seizures, the normal function of this circuitry is

somehow altered in a manner that results in the generation of SWDs. As such, voltage-gated
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calcium channels have increasingly emerged as important players in the generation of SWDs

in both humans and in experimental models of epilepsy.

In Chapter 2, I review the current state of knowledge concerning the role of these channels

(i.e. T-types) in relation to idiopathic generalized epilepsy. Although there are several well

documented mutations involving P/Q-type channels (reviewed in [176]), I will focus on the

Cav3.2 T-type channel isoform and report on functional consequences of missense mutations

as identified by three independent genetic linkage studies (see Chapter 2).

1.2.2 Epileptic Neuronal Networks and High Frequency Oscillations & Dynamics

The brain and its neuronal networks are a complex system. Since the 1960s a relatively new

branch of science, nonlinear dynamical systems theory, has been used to describe complex bi-

ological and mainly physical systems. Nonlinear dynamical systems theory (i.e. chaos theory)

is a mathematical framework where a system’s behaviour is characterized in terms of state-

variables. These variables are fundamental parameters that define the state(s) of the system at

a given time (or point in space). The time-dependent change in state-variables is therefore a

trajectory in a multidimensional space, the “state-space”, where the trajectory completely de-

scribes the system over a period of time. Trajectories (system behaviours at different times) can

then be explored mathematically to reveal subtleties such as stable, unstable, and metastable

dynamical regimes. For example, the behaviour of a single neuron, over time, could be viewed

as a continuous trajectory in a state-space with dimension equal to the number of variables re-

quired to describe its firing (e.g. ion channels, pumps/exchangers, synaptic inputs). The trajec-

tory could be explored to reveal tonic, phasic, and variants of bursting behaviour. The problem

that arises for biological systems is that it is difficult to determine the system’s state-variables

and furthermore to measure those variables with sufficient accuracy in order to reconstruct the

state space. Nonetheless, significant progress has been made by selecting a few measurable

parameters (i.e. observables) of the system and reconstructing a lower dimensional version of

the actual state-space. This is equivalent to a projection (shadow) of the trajectory in the actual

state-space, and fundamentals of the system’s dynamical behaviour are retained and accessible

for further analysis.
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The following is a brief introduction to High Frequency Oscillations, which have been

demonstrated to be surrogate markers of epileptogenicity in neuronal networks (see Chapter

3). Therefore, the temporal evolution of particular frequencies, specifically HFOs (in time and

space), can be used as state-space markers of the system to further characterize local network

dynamics in a seizure; the transition to seizure activity can also be represented by specific

parameters (coordinates) in state-space.

Neuronal population activity recorded electrophysiologically in the range of 80 Hz and

above is collectively referred to as High Frequency Oscillations (HFOs) [341]. Waveforms with

spectral components in the HFO range have been recorded in the hippocampus and entorhinal

cortex in both normal [42, 58, 383] and epileptic neuronal networks [118, 25, 24, 26, 27, 31].

HFOs are further classified into two frequency bands: ripple (⇡100-200 Hz) and fast ripple

(FR, 200 Hz +) frequency bands. Cellular and network mechanisms underlying HFOs are

believed to involve both excitatory and inhibitory synaptic transmission [215], in addition to

electrotonic coupling [102]. These modalities of coupling allow for dynamic and transient

changes in synchronization of sub-populations of neurons in larger networks. Recent evidence

suggests gap-junctions located between axons of hippocampal pyramidal cells can underlie

high frequency activity [339, 340, 338, 76].

Under non-epileptic conditions, ripples may play a role in memory consolidation, trans-

ferring information from the hippocampus to the neocortex [41, 300]. Ripples and FRs can

coexist under epileptic conditions. They have been observed in in vivo recordings of seizure-

like activity and in intracranial EEG recordings from hippocampal and entorhinal cortices of

epileptic patients during video-EEG monitoring [25, 24]. Although HFOs in the ripple band

are observed in both normal and epileptic states of brain activity, FRs occur predominantly in

seizure foci [27, 31, 29, 315]. Therefore, observation of FRs may serve as “surrogate markers”

for the presence of an underlying epileptic condition and may have implications for seizure ini-

tiation [340, 28]. Thus, identification and characterization of fast ripples, particularly during a

pre-ictal period [199], may have clinical value. To date, there are few studies that have quantita-

tively analyzed how HFOs change over time from interictal to ictal activity [106, 187, 377]. To

further investigate both spatial and temporal characteristics of HFOs, in relation to pre-seizure
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changes, I engaged in a combined in vitro and patient-based study (see Chapter 3).

1.2.3 Overview of Experimental Data

This dissertation is comprised of three data chapters, each of which are reasonably independent

from the other in their main contribution towards the topic of neuro-excitability in relation to

seizure activity.

Hypotheses:

• Chapter 2 - We hypothesize that missense mutations, identified in patients with idiopathic

generalized epilepsy (IGE), can result in altered Cav3.2 T-type channel function. In this

chapter I report on the functional consequences of three different sets of mutations. Each

set represents material from a different manuscript, and more importantly, corresponds

to a series of mutations that were reported in separate genetic linkage studies in different

populations of epileptic patients. I observed biophysical alterations for a subset of mutant

channels, however the majority of Cav3.2 T-type channel mutations do not result in large

biophysical effects.

• Chapter 3 - We hypothesize that high Frequency Oscillations (HFOs): (a) display a spa-

tial distribution that correlates with the sites of seizure onset. (b) HFOs undergo mea-

surable and consistent changes during the immediate epoch leading up to seizures. In

this chapter, I utilize two different experimental modalities to test the localization, spatial

distribution, and time-dependent changes of HFOs. Firstly, in an in vitro seizure model,

I demonstrated that HFOs are generated locally and exhibit a sharp increase in power

(>100 Hz) approximately 30 sec. prior to seizure-like events. Secondly, in a clinical

setting, I investigated the intracranial EEG of seven patients with different classifications

of epilepsy. I observed that HFOs localized to electrode contact where ictal onset was

observed. Furthermore, the observed spatial distribution reflected the size of the under-

lying seizure generator; for example, HFOs were observed over several contacts when

they were over an expansive brain lesion. I also observed that HFOs undergo a selective

increase in high frequencies approximately 10 sec. prior to seizure onset.
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• Chapter 4 -We hypothesize that PrP-null mice exhibit altered synaptic physiology with

specific alterations to glutamatergic synaptic transmission. Using brain slices and a

model of in vitro seizure activity, I demonstrated that PrP-null mice exhibited a lower

threshold for activity both under physiological and epileptic conditions (zero Mg+2 model).

Exploring miniature synaptic currents, I observed that PrP-null mice exhibit a slightly de-

creased GABAergic activity, but moreover, show greatly enhanced NMDA receptor acti-

vation. This was also confirmed via evoked responses using puffs of NMDA. The pattern

of activation seems to be most consistent with an alteration in NR2 subtype composition;

somehow the activity of NR2D is increased. There do not seem to be differences in tran-

scription, trafficking, or expression of NR2D between WT and PrP-null mice in adults

and P0 mice. Consistent with increased NMDA activity, I assayed excitotoxicity differ-

ences and observed that PrP-null mice show marked susceptibility to NMDA-mediated

excitotoxicity. Taken together, these findings suggest a modulatory role (perhaps protec-

tive role) for the endogenous PrPC protein in relation to the NMDA receptor.



Chapter 2

Functional Characterization of Cav3.2 T-type Voltage-gated

Calcium Channel Mutations Associated with Idiopathic

Generalized Epilepsies

2.1 Introduction: T-type Calcium Channels and Spike-wave Seizures

2.1.1 Subtypes and Physiological Roles of Voltage-gated Calcium Channels

Voltage-gated calcium channels are key mediators of calcium entry into neurons in response

to membrane depolarization. Calcium influx via these channels mediates a number of essen-

tial neuronal responses, such as the activation of calcium-dependent enzymes, gene expression

[95, 117, 327], the release of neurotransmitters from presynaptic sites [298, 311, 368], and the

regulation of neuronal excitability [261]. The nervous system expresses a number of different

calcium channels with unique cellular and subcellular distributions and specific physiological

functions. They have been classified into two major categories [49]: low voltage-activated

(LVA) calcium channels (i.e., T-type channels) and high voltage-activated (HVA) channels, al-

though this classification should not be applied rigidly, as some of the HVA channel subtypes

can, under certain circumstances, be activated at relatively negative voltages [379]. As out-

lined in greater detail below, LVA channels are activated by small depolarizations near typical

neuronal resting membrane potentials and are key contributors to neuronal excitability. Their

functional identification is aided by their sensitivities to blockers such as nickel ions [120, 192],

mibefradil [224], and the scorpion venom derived peptide kurtoxin [59, 301], however, the

above blockers cannot be considered as truly selective for T-type channels. HVA channels

require larger membrane depolarizations to open and can be further subdivided, based on phar-

macological and biophysical characteristics, into L-, N-, R-, P- and Q-types. L-type channels

are slow to activate and inactivate with barium as the charge carrier, and are defined by their

17
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sensitivities to dihydropyridine agonists and antagonists [120]. They are typically found on cell

bodies where they participate, among other functions, in the activation of calcium dependent

enzymes and in calcium dependent gene transcription events [11, 95, 362]. N-type channels

produce inactivating currents that are selectively and potently inhibited by w-conotoxins GVIA

and MVIIA, two peptides isolated from fish hunting marine snails [2, 115, 255, 279]. P- and Q-

type channels are identified by their differential sensitivities to the American funnel web spider

toxin w-agatoxin IVA [2], and like N-type channels, they are concentrated at presynaptic nerve

terminals where they are linked to the release of neurotransmitters [366, 367]. In the context of

neurotransmitter release, N-type and P/Q-type channels do not appear to be created equally, as

N-type channels tend to support inhibitory neurotransmission, whereas the P/Q-type channels

have more frequently been linked to the release of excitatory neurotransmitters but can also

support inhibitory release [40, 43, 99, 193, 268]. R-type channels were originally termed as

such because of their resistance to the above blockers [277]. These channels are rapidly inacti-

vating and activate at somewhat more hyperpolarized potentials compared with the other HVA

calcium channel subtypes [310]. They can potently, albeit not totally selectively, be inhibited

by SNX-482, a peptide toxin isolated from tarantula venom [23, 249]. R-type channels are

distributed in proximal dendrites and presynaptic nerve termini [348, 384, 388]. Their pre-

cise physiological function remains enigmatic, however, there is evidence that these channels

underlie carbachol dependent plateau potentials in hippocampal CA1 neurons [184] and may

mediate neurotransmitter release at select synapses [359].

2.1.2 Molecular Structure of Voltage-gated Calcium Channels and Ancillary Subunits

The principal pore forming subunit of both LVA and HVA calcium channels is the a1-subunit

which contains the key structural moieties that are required for a functional calcium channel,

and which is the sole determinant of the calcium channel subtype. To date, nine different types

of neuronal calcium channel a1-subunits have been identified and shown to fall into three major

classes - Cav1, Cav2, and Cav3 (Fig. 2.1). The Cav1 family encodes different isoforms of L-

type channels [183, 229, 233, 336, 373]. Among the Cav2 family, alternate splice isoforms

of Cav2.1 encode P- and Q-type channels [22], Cav2.2 represents N-type channels [104, 373],
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and Cav2.3 corresponds to R-type channels [277, 312, 374] (for review, see [306]). Finally,

the Cav3 family represents three different types of T-type channels (i.e., Cav3.1, Cav3.2, and

Cav3.3) with distinct kinetic properties [51, 72, 179, 191, 228, 238, 239, 260]. These different

types of calcium channel a1-subunits support specific physiological functions, as evident from

findings obtained from calcium channel knockout mice, and by studying genetic abnormalities

in calcium channels in disease states (for review see [263]).

HVA calcium channels are heteromultimers that are formed through association of a1-,

b -, a2 � d -, and g-subunits (Fig. 2.1). While calcium channel a1-subunit is sufficient to

form functional channels, the association of HVA channel a1-subunits with ancillary b - [96],

a2 � d - [9, 44, 181], and g [18] subunits is known to result in altered functional properties

and/or increased plasma membrane expression.

The a2 � d -subunit is translated as a single gene product, and then post translationally

cleaved into a membrane spanning d -peptide (27 kDa) and extracellular a2-peptide (143 kDa)

[81], which are subsequently re-linked via disulfide bonds. Expression studies have shown that

the a2 � d -protein alters current kinetics and current densities when coexpressed with HVA

a1-subunits, although to different degrees with different channels [181, 382]. The a2 � d -

subunit is the only known calcium channel ancillary subunit to interact with a clinically active

drug compound, in that its association with gabapentin mediates analgesia [303]. To date four

genes encoding four different a2� d -proteins (a2� d1, a2� d2, a2� d3, a2� d4) have been

identified, with several potential additional splice variants [180].

Four different types of b -subunits (b1 through b4), along with various splice variants

(reviewed in [96, 281]) have been identified and characterized. Unlike a2 � d -proteins, b -

subunits appear to be exclusively cytosolic in nature, with the exception of b2a, which can

become palmitoylated and thus membrane anchored [114, 273]. The b -subunit core resembles

membrane-associated guanylate kinase homologs with conserved interacting SH3 and guany-

late kinase (GK) domains [329]. Residues in the GK domain participate in the formation of a

hydrophobic groove that is involved in the high affinity binding to a conserved region within

the domain I-II linker region of HVA calcium channels, termed alpha interaction domain (AID)

[55, 350]. Recently published crystal structure data have revealed that binding of the b -subunit
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to the channel is critically dependent on a functional association of the SH3 and GK regions

[55, 256, 350] which is stabilized by the beta interaction domain, a short amino acid stretch

that was originally thought to directly interact with the calcium channel AID region [350].

The functional consequences of b -subunit coexpression include increased plasma membrane

expression of the a1-subunit [17, 57, 269], as well as altered channel kinetics [114, 382] (re-

viewed in [9]). Consistent with an important role in calcium channel function, knockout of

individual b -subunit genes results in severe physiological consequences.

Eight different types of g-subunits have been identified (g1 through g8) [9]. The g-subunits

are comprised of four transmembrane domains with intracellular N- and C-termini, but the

mutual sites of interaction with the a1-subunit remain unknown. While it has been observed

that some of the g-subunits have the propensity to alter the functional characteristics of HVA

calcium channels [286] (reviewed in [18]), the precise action of these subunits on HVA calcium

channels remains to be completely understood, and there is evidence that these subunits can

interact with other membrane proteins such as AMPA receptors [52].

Considering the important roles of these subunits in regulating calcium channel function,

it is not surprising that missense mutations have been discovered that result in their altered

function with effects on calcium channel gating and targeting.

In contrast to HVA channels, LVAs seem to require only the a1-subunit, however, this

remains an area of controversy. While effects of ancillary subunit co-expression on T-type

channel function have been reported in certain expression systems [98, 103, 152], antisense

knockdown of calcium channel b -subunits in neurons does not appear to affect T-type channel

function [185, 196]. Moreover, a biochemical association between T-type channel a1- and

ancillary subunits has not been demonstrated [103].

One may perhaps expect that naturally occurring mutations in calcium channel subunit

genes may have the propensity to alter normal physiological responses in animals and humans.

As I will outline below, this does indeed occur within the context of idiopathic generalized

epilepsies. Although HVA channels, P/Q-type in particular, have been associated with several

forms of generalized seizure conditions (several genetic animal models of absence epilepsy), a

clear link to the typical form of this epileptic syndrome in patient populations remains unclear.
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In contrast, several recent genetic linkage studies have brought LVA channels, Cav3.2 in par-

ticular, in to the limelight and I will discuss these channels in the context of both physiology

and altered function in relation to idiopathic generalized epilepsy (see Sections 2.1.4, 2.1.6,

and 2.1.8).

β

Cav1.2
Cav1.3 L-type
Cav1.4

Cav 2.1 P/Q-type
Cav 2.2 N-type
Cav 2.3 R-type

Cav 3.1
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Cav 3.3

HVA

LVA

}

}
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β1, β2, β3, β4
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α2-δ1 through α2-δ4
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1

Figure 2.1: Subunit assembly and subtypes of voltage-gated calcium channels. Graphic rep-
resentation of the high voltage-activated (HVA) calcium channel complex consisting of the
main pore forming a1 subunit plus ancillary, b , g , and a2�d subunits. Low voltage activated
calcium (LVA) channels may consist of only the a1 subunit (not shown separately). Differ-
ent neuronal a1 subunits correspond to different calcium channel isoforms identified in native
neurons; those highlighted in green exhibit missense mutations that have been associated with
generalized absence seizures. Adapted from Ref. [176].

2.1.3 Structural Basis of Calcium Channel Function

To provide a context for the effects of mutations in calcium channel genes that have been linked

to the etiologies of neurological disorders such as epilepsy, I will briefly touch on the struc-

tural determinants of calcium channel function. The a1 subunits are comprised of four major

transmembrane domains that are structurally homologous to those found voltage-gated sodium

and potassium channels (reviewed in [47, 48], see Fig. 2.1). Each domain consists of six

transmembrane helices, with intracellularly localized N- and C-termini. The fourth membrane
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spanning alpha helix (S4 segment) contains positively charged arginine and lysine residues

every three to four amino acids. Mutagenesis and crystallization studies involving potassium

channels have confirmed early suggestions that this region forms the voltage sensor [46], a

structural element that translocates within the membrane in response to changing membrane

potential [100, 161, 206] and mediates channel opening. The reentrant p-loops between S5

and S6 segments are believed to line the pore of the channel to allow for the passage of per-

meant ions. The p-loops each contain a critical glutamic acid residue (4 in total) that together

form a ring of negative charge and allow for selectivity of divalent cations over monovalent

ions [107, 378, 381]. However, other amino acid residues in the outer vestibule of the pore

are likely to contribute to ion permeation and selectivity [116, 291]. The a1 subunits also con-

tain the key structural elements that allow the channel to inactivate upon prolonged membrane

depolarization. Voltage-dependent inactivation, a key feature that regulates availability of a

calcium channel to open, is thought to involve a physical occlusion of the channel pore by a

cytoplasmic gating particle. This inactivation gate appears to be formed at least in part by the

cytoplasmic domain I-II linker region. However, other regions of the channel, in particular the

S6 helices are also important (reviewed in [322]), perhaps by forming a docking site for the in-

activation gate [323]. The C-terminus region of the a1 subunit contains the key loci responsible

for calcium dependent inactivation, a process that is observed only when calcium is used as the

charge carrier. Originally thought to occur only with L-type channels, more recent evidence

indicates that all types of high voltage activated channels are subject to this type of regulation

by calcium ions. Mechanistically, this process involves a dynamic interaction of the calcium

binding protein calmodulin with the C-terminus region of the a1 subunit [189, 197, 262, 392].

The cytoplasmic linker regions of various types of calcium channel a1 subunits form key

interaction sites for regulatory proteins, and may be substrates for phosphorylation events. For

example, the I-II linker regions of Cav2.1 and Cav2.2 subunits interact with G protein Gb2-

subunits (for review see, [84, 97, 387]); the II-III linker regions of these two channels interact

with a number of synaptic proteins (for review, see [48, 312]); the domain II-III linker region of

Cav3.2 interacts with Gb2- subunits [376] and is a substrate for calmodulin dependent protein

kinase phosphorylation [365]. These are but a few examples, as the list of calcium channel in-
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teracting proteins is too extensive to comprehensively review here. Nonetheless, in the context

of epilepsy-associated genetic mutations, it is important to consider that their physiological

effects may manifest themselves by interfering with calcium channel regulatory mechanisms,

without necessarily causing alterations in the biophysical properties of the channels per se.

2.1.4 T-type Channel Physiology

T-type channels mediate a spectrum of physiological roles including pace-maker activity and

various forms of physiological and pathophysiological neuronal oscillations [122, 261]. More-

over, it was recently demonstrated that T-type channel activity can result in calcium induced

calcium release in neurons of the paraventricular nucleus of the thalamus and other midline

neurons associated with the thalamocortical system [282] (note that calcium induced calcium

release is known to occur in thalamocortical neurons but it does not involve the action of

T-type channels [37]). This novel role for T-type channels in the thalamocortical system pu-

tatively lends itself to numerous calcium-dependent signaling pathways that extend the role of

these channels beyond their biophysical attributes and into complex processes such as synaptic

plasticity [285].

T-type channels display several unique biophysical features compared with HVA channels.

They activate and inactivate near the resting membrane potential of neurons (⇡ -60 mV), dis-

play more rapid inactivation kinetics, and deactivate more slowly to produce pronounced tail

currents [39]. There is also an increased overlap in the voltage-dependences of activation and

inactivation which gives rise to a phenomenon termed the “window current”. At membrane

voltages where the window current is operational, a small fraction of T-type channels never

fully inactivates and can be rapidly recruited for calcium influx upon depolarization. Interac-

tions between the window current and the K+ leak current in thalamic (reticular and thalam-

ocortical) and possibly cortical neurons can result in membrane bi-stability [73]. This T-type

mediated potential can interact with other active currents (e.g. Ih) to modulate neuronal out-

put between non-oscillatory and oscillatory modes that have different physiological correlates

such as the slow (<1Hz) sleep rhythm [73, 155]. In response to a membrane hyperpolarization,

a large fraction of T-type channels is recovered from the inactivated state, thus priming them
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for opening events. The ensuing calcium entry is thought to mediate a low threshold calcium

potential, a transient membrane depolarization that is sufficiently large to trigger a succession

of sodium spikes [83, 186, 221, 296, 386]. This feature is commonly referred to as “rebound

bursting” and has been shown to occur in various neuronal subtypes including thalamocortical

relay neurons, thalamic reticular neurons [69, 89, 156, 205], and a subpopulation of neocortical

cells [82].

2.1.5 T-type Calcium Channel Distribution

It is important to note that the precise biophysical characteristics of T-type calcium channels in

relation to their physiological roles vary with Cav3 channel subtype, and can be dramatically

affected by alternate splicing of a given T-type channel gene [248]. Their unique gating ki-

netics in addition to their specific regional distribution allows for these channels to be used by

different neuronal subtypes to generate a variety of network dynamics. The exact distribution

and protein expression levels of T-type calcium channels in the brain was not well understood

until recently demonstrated by McKay and colleagues [226]. Most of the previous knowledge

on T-type channel distributions was derived from in situ hybridization studies in rat brain slices

[70, 169, 331]. While T-type channel mRNA and immunolabel have been detected across all

brain regions including the cerebellum, I will focus predominantly on the major brain struc-

tures thought to be involved in spike-wave seizures (i.e., the thalamus and neocortex), and

also include the hippocampus given that it is believed to be the brain structure with the lowest

seizure threshold.

The hippocampus shows intense labeling for all T-type channel isoforms for both mRNA

levels and protein expression. T-type isoforms are expressed at relatively high levels in the

hippocampus [331]. Immunolabel was observed to exhibit a gradient of increasing staining

intensity from the CA3 molecular layer towards CA1, with maximal intensity observed for

subicular neurons [226]. A class of interneurons in the molecular layer of the dentate gyrus

(DG) also exhibited intense immunolabel for all three T-type isoforms. Granule cells of the

DG exhibited more intense Cav3.2 and Cav3.3 staining and much weaker staining for Cav3.1.

Subcellular examination of immunolabel showed that Cav3.1 was expressed in somatic and
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proximal dendritic regions. Cav3.2 labeling exhibited a more distal dendritic distribution al-

though some somatic labeling was also observed. Interestingly, Cav3.3 distribution was robust

and extended from the somatic region through to apical dendrites. Inhibitory interneurons were

observed to be either positive or negative for different T-type isoforms, but most exhibited im-

munolabel for Cav3.3 channels.

The thalamus is perhaps the most studied structure in the context of T-type channel expres-

sion and function. Varying degrees of labeling for T-type channel isoforms was detected in the

various thalamic nuclei. Most relevant to spike-wave seizures are the thalamic reticular neu-

rons, thalamocortical relay neurons, and local GABAergic interneurons. Early in situ studies

identified specific Cav3.2 and Cav3.3 staining in neurons within the nucleus reticulars (nRT)

[331]. It should be noted, however, that it is not clear whether the presence of mRNA corre-

lates well with protein expression levels in the plasma membrane, and what particular splice

isoform of the channel may be present [131]. Indeed, immunolabeling identified Cav3.2 and

Cav3.1 as the main T-type channel isoforms present in nRT cells, with a subset of neurons ex-

pressing lower levels of Cav3.3 [226]. Cells in the nRT are primarily GABAergic interneurons

that play a key role in synchronizing thalamic outputs onto thalamocortical neurons that then

project to the cortex [321]. Thalamocortical (relay) neurons exhibited broad immunolabel for

all three isoforms with greater intensity for Cav3.1 and Cav3.2, with a lesser degree of labeling

observed for Cav3.3 channels [226]. Low levels of immunolabel were observed for local circuit

interneurons, although Cav3.3 staining was most intense for GABAergic neurons as identified

by GAD (glutamate decarboxylase, catalyzes GABA synthesis from glutamate) staining [226].

Diffuse mRNA levels have been detected for Cav3.1 and Cav3.3 in most cortical areas

[321]. Transcript levels of Cav3.2 in the cortex have been reported to occur at lower levels,

except in layer V cortical pyramidal neurons [331]. When investigated by immunolabeling

all layers of the cortex showed expression for all Cav3 isoforms but for each level there were

some cells showing lack of staining for one type of isoform [226]. Cellular distribution lo-

calized Cav3.1 to soma and proximal dendrites, whereas Cav3.2 and Cav3.3 were observed at

more distal processes, especially in layer V pyramidal neurons. Intriguingly, Cav3.1 somatic

labeling was observed for some inhibitory (GAD positive) local interneurons. In addition to
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the recent description of subcellular distribution of T-type channels, demonstrated using im-

munolabeling, a number of functional studies also exist that describe possible roles for varied

T-type channel isoforms along the neuronal axis. Concordant evidence from numerous elec-

trophysiological and functional imaging studies suggests that they are located both on and near

the soma [165], and purportedly at more distal dendritic sites [158, 168, 170, 211, 221]. More-

over, a recent study using electrophysiological and pharmacological investigation of reticular

cells in thalamic brain slices indicates the presence of a slowly inactivating T-type current in

the proximal dendrites and a fast inactivating current at the soma [163]. Pharmacological ma-

nipulations have suggested that the fast inactivating current is likely to be carried by Cav3.2

channels, whereas the slow T-type current may be mediated by Cav3.3 channels. These results

are generally consistent with findings from in situ hybridization and protein expression studies

in reticular neurons [331, 226]. The subcellular distribution (e.g. soma vs. dendrites) is likely

subject to further heterogeneity when considering the different T-type channel isoforms, splice

variants, and developmental changes in the lifetime of the organism. For example, previous

reports in reticular thalamic neurons have reported differences in the rates of inactivation of

T-type currents in intact slices [87] (slow) as compared to acutely dissociated neurons [156]

(fast).

2.1.6 T-type Channels, the Thalamocortical Network, and Spike-Wave Seizure Genera-

tion

The thalamocortical circuit is the primary link between peripheral sensory systems and the

cerebral cortex. This circuitry is also one the most studied in the context of neurophysiological

rhythm generation and encompasses structures responsible for the regulation of brain states

such as arousal and slow-wave sleep - a hallmark thalamocortical oscillation [318]. From a

simplistic anatomical perspective, this circuit consists of a network of reticular, thalamocor-

tical (also referred to as relay), and neocortical neurons. Cortical neurons directly innervate

reticular and thalamocortical neurons, whereas the reticular neurons provide GABAergic pro-

jections onto each other and onto thalamocortical neurons, which in turn, synapse onto neo-

cortical neurons (Fig. 2.2). Indeed, although the thalamus receives many sensory inputs, the
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primary source of excitatory synapses on to it come from the cortex [110, 111, 202, 203], which

exemplifies the influence of neocortical activity on thalamic information processing. Both neo-

cortical and thalamocortical cells have excitatory projections back onto reticular neurons, and

the activity of the circuit is further regulated via thalamic (local-circuit) and neocortical in-

terneurons [222, 299]. The intra-connectivity between reticular neurons is believed to be a

form of lateral inhibition [346] and central to the role of this local network in modulating over-

all thalamic outputs to cortical areas during both physiological and seizure activity [123, 307].

Thalamic neuronal firing can be broadly categorized into tonic-mode and bust-mode firing.

The latter involves the action of T-type calcium channels in the thalamocortical circuitry and

is highlighted by their contribution to the propagation of thalamically generated spindles to

the neocortex. Bursting in reticular neurons is mediated by low threshold calcium potentials

[156] in response to corticofugal volleys from neocorticofugal inputs [66]. The bursts are

preceded by prolonged hyperpolarizing potentials [318] that are triggered by the activity of

G-protein coupled inward rectifier potassium channels [124], and lead to the activation of T-

type currents in dendrites of reticular neurons [156]. Modeling studies have demonstrated a

sensitive link between the compartmental distribution of T-type conductances and the ability

of thalamocortical, and more so, reticular neurons to fire in burst mode [89]. Specifically, for a

fixed burst threshold in a model of reticular neurons, GABAergic conductances are required to

be relatively larger if the T-type current is localized to the soma vs. dendrites.

The low threshold calcium potential-induced bursts of action potentials occur in a sub-

population of reticular neurons and are manifested as tonic firing with burst-like modulation

due to membrane bistability [123]. The GABAergic activity of reticular neurons (involving

both GABAA and GABAB) results in hyperpolarization and subsequent low threshold calcium

potential-mediated rebound bursting in thalamocortical neurons, which faithfully track the

bursts in the reticular network and manifest themselves as sleep spindles [318]. There is some

evidence from in vivo studies that burst-mode firing in thalamic neurons can occur during

wakefulness [135, 136], however this is not a common occurrence and this interpretation may

be complicated by an intermediate state of brain activity such as drowsiness [317].

Absence-type seizures occur preferentially during drowsiness or slow-wave sleep, which
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Figure 2.2: The simplified thalamocortical circuit involved in the generation of spike-wave
discharges. Left: Neuronal circuitry implicated in the generation of spike-wave seizures. For
simplicity, local-circuit interneurons in the thalamus and cortex are not illustrated. Neurons are
indicated in form of color coded circles that correspond to neuronal phenotypes obtained from
staining experiments in cats that were used in modeling studies [65, 87, 88]. Thalamic relay
neurons (green) receive sensory inputs and project onto cortical pyramidal neurons in layers
III/IV and V/VI in the cerebral cortex (blue). Sensory inputs can also project onto thalamic
inhibitory interneurons (black - thalamus) that can in turn modulate the firing of relay neurons.
Thalamocortical relay neurons can also synapse onto cortical inhibitory interneurons (black -
cortex). Corticothalamic projections from Layer VI of the cortex can reciprocally synapse onto
relay neurons in addition to neurons in the thalamic reticular nucleus (red). The GABAergic
reticular neurons are highly interconnected both via chemical and electrical synapses and form
a pacemaker sub-circuit within the thalamus. Both reticular and relay neurons express T-type
calcium channels and can exhibit rebound bursts. Adapted from Ref. [176].
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highlights the involvement of common synchronizing elements (such as the reticular network)

underlying certain sleep and seizure states. However, unlike the state when sleep spindles are

generated [124], the presence and interaction with the cortex is critical for the generation of

SWDs [320]. During cortically generated SWDs the GABAergic reticular neurons faithfully

follow the cortical bursting activity and are synchronized with the activity recorded in the cor-

tex (Fig. 2.3). In contrast, thalamocortical neurons undergo a sustained hyperpolarization in

response to phasic IPSPs, which are however incapable of recovering a sufficiently large frac-

tion of T-type channels. Consequently, thalamocortical neurons do not exhibit rebound bursts

during the epoch when SWDs are observed in the cortex [319] (Fig. 2.3). Reticular neurons are

thus driven by the activity in the cortex, which leads to the inhibition of thalamocortical neu-

rons, and prevents the feedback to cortical areas. Therefore, in one possible scenario, increased

T-type channel (i.e., Cav3.2 and Cav3.3) activity could result in increased burst-mode firing in

thalamic reticular neurons. The persistent activity of reticular neurons during SWDs causes

increased membrane conductance in thalamocortical neurons in the form of steady inhibition,

which may perhaps explain the unconsciousness during absence seizures caused by inhibi-

tion of synaptic transmission of signals from the outside world [318]. It should be noted that

there are a large number of modeling studies in which underlying ionic currents and network

dynamics are explored in the context of both physiological and epileptiform thalamocortical

oscillations. Although review of these works is beyond the scope of this manuscript, a concise

review by Destexhe and Sejnowski [90] is available.

The rhythmic activity that is observed in EEG recordings during an epileptic seizure is a

reflection of cortical and thalamic network interactions. In a number rodent models of epilepsy,

the frequencies of SWDs are typically faster than the 3-4 Hz observed with the common form

of human absence seizures, which may hint at interspecies differences in these network interac-

tions, or perhaps somewhat different pathways for seizure generation. Indeed, the frequency of

SWDs in these rodent models is complicated by the notion that some of the observed thalamo-

cortical oscillations may be part of normal physiological activity [264, 371]. Historically, there

has been much debate with regards to the site of initiation for SWD-based seizures (reviewed

in [230, 318]); specifically, the question pertaining to which structure, cortex vs. thalamus,
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Figure 2.3: Firing patterns of thalamic and cortical elements in animal models of spike-wave
seizures. (A) Simultaneous extracellular and intracellular recording of absence seizure activity
in an adult Genetic Absence Epilepsy Rat from Strasbourg (GAERS). The intracellular record-
ing is from a thalamic reticular neuron, which exhibits bursting activity in synchrony with
spike-wave discharges recorded extracellularly. Adapted from Ref . [305]. (B) Simultaneous
electroencephaolographic (EEG), extracellular field, and intracellular recordings of cortical
and thalamic neurons during an epoch of spontaneous poly-spike-and-wave seizure activity in
a cat under ketamine-xylazine anesthesia. Cortical and thalamocortical (in the ventrolateral nu-
cleus, VL) recordings were obtained simultaneously and reticular neurons were recorded later
and superimposed due to the repeatability of the oscillation. Cortical neurons exhibit bursting
during each of the paroxysmal depolarizing shifts [225]. This activity is closely tracked by
reticular neurons that exhibit T-type mediated bursting activity. The GABAergic influence of
reticular neurons on thalamocortical cells can be seen by the series of inhibitory postsynaptic
potentials (see dots), which result in tonic hyperpolarization of these neurons for the duration
of the spike-wave activity. Similar observations have been reported during spike-wave seizures
in the GAERS rat [265]. Whether thalamocortical neurons exhibit rebound spikes is a func-
tion of their membrane potential caused by inputs from reticular and cortical neurons. A large
fraction of these cells however cannot fire, which is believed to result in disruption of informa-
tion flow to the cortex resulting in the absence phenotype during seizures. Adapted from Refs.
[318] and [319]. Adapted from Ref. [176].
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is the key anatomical substrate for initiating SWDs. Initial evidence for the involvement of

both structures came from human studies undergoing invasive intracranial EEG monitoring

(reviewed in [19]), which is now deemed unethical for generalized forms of epilepsy due to

a consensus that large networks in the brain are involved. However, a body of evidence from

in vivo experiments in rats and cats suggests that the cortex may be the minimal substrate for

generating spike-wave seizures (reviewed in [318]). Moreover, recent studies utilizing multi-

site recordings in two accepted rat genetic models of absence epilepsy, the Genetic Absence

Epilepsy Rat from Strasbourg (GAERS) and the Wistar Albino Glaxo rats, bred in Rijswijk

(WAG/Rij), have suggested that neocortical cell firing temporally precedes (on the order of

milliseconds) the activity in the thalamus [230, 264]. Taken together, these studies imply that

complex interactions involving the entire thalamocortical network are necessary in generating

rhythmic activity under both physiological and pathophysiological states, with T-type channels

playing a key role in modulating the firing properties of neuronal elements.

2.1.7 Genetic Animal Models of Absence Epilepsy involving T-type Channels

Animal studies have provided insights as to whether T-type expression is altered via epilep-

tic activity, or whether increased T-type expression is a requirement for the development of

seizures. For example, the GAERS rat exhibits 7-11 Hz SWDs, usually after 30 days of life. In

this rat model of absence epilepsy, an increase in T-type currents in reticular neurons has been

reported after the second postnatal week [342]. This increase in T-type currents is putatively

mediated by elevated Cav3.2 expression in reticular neurons, which as the animal develops to

exhibit absence-like seizures, is also accompanied by elevated expression of Cav3.1 in relay

neurons [330]. This suggests that an increase in T-type channel expression can precede the

development of seizures, perhaps by altering network dynamics via mechanisms that affect

potentiation. In support of this notion, a modeling study employing a strictly thalamic net-

work has demonstrated differential effects on network activity in response to an augmented

T-type conductance in reticular neurons [333]. Although rebound spiking number in individ-

ual reticular neurons was relatively unchanged, the increased T-type conductance resulted in

increased network synchrony by introducing a phase-lag between reticular and thalamocorti-
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cal firing. It should be noted that a similar effect on synchrony was observed for increased

calcium-activated potassium conductance in the model. Nonetheless, a degree of caution is

warranted when attempting to interpret these results in relation to in vivo recordings that take

place in the context of larger and more complexly connected networks. Presently, a precise

causal connection between increased T-type channel activity and subsequent development of

seizures remains to be established. It is conceivable that developmental causes involving either

modulation of the channels, their redistribution with other isoforms, and alternate splicing may

be contributing factors. Indeed, such developmental effects occur in the heart where Cav3.1

and Cav3.2 undergo differential developmental expression [252]. Such alterations resulting in

an epileptic phenotype represent gradual neurophysiological changes over time. In converse to

these more slowly developing processes of epileptogenesis, it has been shown that even a single

episode of status epilepticus1 in rat hippocampal brain slices can result in a selective increase

in T-type channel activity, indicating that epileptic seizures per se may have the propensity

to rapidly alter T-type currents [325], thus potentially lowering the threshold for subsequent

seizure events.

Recent in vivo studies involving T-type (Cav3.1) KO mice have provided additional insights

into the role of T-type channels in the generation of SWDs and absence-like seizure episodes

[177]. Ablation of the Cav3.1 gene in mice abolishes rebound spiking in dissociated adult tha-

lamocortical neurons, but does not alter their ability to fire tonically. Deep thalamic recordings

from Cav3.1 KO mice also revealed a lack of synchronized activity. In vivo recordings from the

cortical surface in these mice demonstrated a resistance to baclofen induced 3-5 Hz SWDs that

could be induced in control animals. This resistance could be due to a loss of rebound bursting

in thalamocortical neurons, which are known to express high levels of Cav3.1 channels and to

receive strong GABAergic inputs. Intriguingly, these mice are not resistant to SWDs induced

by bicuculline, and tonic-clonic seizures were inducible in both KO and control animals with

4-aminopyridine injection. A possible explanation of why these mice experience bicuculline

induced seizures may be due to cortical involvement. Indeed, previous work has shown that the

isolated cortex is able to generate bicuculline-induced SWDs, suggesting that the cortex can act
1Recurrent seizures without resumption of baseline central nervous system function.
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as the seizure generating zone [320]. An alternative explanation for lack of protection against

seizures in some models versus others may involve the reticular neurons that are known to

predominantly express Cav3.2 and Cav3.3 T-type channels rather than Cav3.1. Therefore, it is

conceivable that other T-type calcium channel isoforms (for example Cav3.2) may be involved

in the generation of hypersynchronous activity in some models of epilepsy without requiring

the action of Cav3.1 channels in thalamocortical neurons. The findings obtained with Cav3.1

KO mice also indicate that full-blown convulsive seizures may recruit different mechanistic

pathways. Moreover, consistent with the functional link between T-types and intra-thalamic

rhythm generation, Cav3.1 KO mice show altered sleep architecture, with markedly dimin-

ished thalamic delta (1-4 Hz) waves and sleep spindles (7-14 Hz) [190]. Intriguingly, the slow

(<1 Hz) rhythms, which can be sustained by the cortex remained relatively intact in KO ani-

mals. More recently, it has been demonstrated that a Cav3.1 knockout also rescues the epileptic

phenotypes seen in a number of murine models of absence seizures, including Cav2.1 knock-

out mice, which display severe absence seizures [309]. Thalamocortical neurons isolated from

Cav2.1 KO mice were shown to exhibit an approximate ⇡50% increase in T-type currents

(predominantly due to Cav3.1). In contrast, Cav2.1�/� / Cav3.1+/� mice exhibited a 25%

reduction in T-type currents, yet they continued to exhibit SWDs with no changes in seizure

frequency or duration. Thalamic mRNA transcript levels for Cav3.1 were not different between

Cav2.1+/+ and Cav2.1�/� mice. These findings suggest that, under certain conditions, even

reduced levels of T-type channel activity are capable of sustaining SWDs. Overall these results

indicate that complete KO of Cav3.1 channels can play a protective role against SWDs in these

genetic models of absence epilepsy, as well as in a subset of pharmacological seizure models

(Fig. 2.4).

2.1.8 Cav3.2 T-type Channel Mutations in Epileptic Patients

Ion channel defects are considered to be one of the primary etiological causes of idiopathic

generalized epilepsy [294]. The involvement of T-type channels has long been suspected due

to their eminent presence in cortical and thalamic structures, and their established physiolog-

ical role in modulating neuronal firing. Moreover, clinically active antiepileptic drugs have
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Figure 2.4: Ablation of Cav3.1 T-type calcium channels can rescue several genetic models
(involving P/Q-type KO and HVA ancillary subunit mutations) of absence seizures from the
epileptic phenotype. Electroencephalographic recording (15 s) from the cortex of Cav2.1�/�,
Cav2.1tg/tg (tottering), b lh/lh

4 (lethargic), and gstg/stg
2 (stargazer) mice with or without the ab-

lation of Cav3.1 channels, during spike-wave discharges corresponding to absence seizures
(asterisks). In each genetic model, a complete ablation (Cav3.1�/�) is required to rescue the
animal from the epileptic phenotype. Adapted from Ref. [309]. Adapted from Ref. [176].
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been associated with T-type calcium channel inhibition [129, 280, 320, 195]. However, al-

though long suspected, a direct link involving T-type channels and the generalized spike-wave

epilepsies in humans was only recently established. A number of missense mutations, twenty-

six in total have recently been identified in the Cav3.2 calcium channel gene (CACNA1H) in

patients diagnosed with idiopathic generalized epilepsy (Fig. 2.5). These mutations were iden-

tified from three separate genetic linkage studies and each study is complemented with one

or more functional study [172, 173, 259, 355, 354]; indeed all of these mutations have been

characterized in Dr. Zamponi’s laboratory with the author (HK) participating as the primary

in characterizing 19/26 mutations ([172, 173], in addition to 11 unpublished mutations shown

in Section 2.3.3). In this chapter I will show results from biophysical characterization of the

nineteen mutations. While the remaining seven mutations were characterized by our group in

another study, they are not included as part of this dissertation (see Ref. [259]). Figure 2.5

illustrates the amino acid locations of all twenty-six mutations and also can be used as a guide

to which results sections in this dissertation correspond to their biophysical characterization.

Before biophysical results are presented, let us discuss the details of the genetic linkage

studies. The first genetic study involved 118 patients with childhood absence epilepsy (CAE, a

subtype of IGEs, see Section 1.2 and Table 1.1) and reported missense mutations in 14 of these

patients that were not present in 230 control individuals [54] (see Fig. 2.5). However, none of

the affected individuals had a family history of epilepsy, but carriers inherited a mutant copy

of the gene in a heterozygous manner from one parent. A large number of polymorphisms

were also reported that were identified in both CAE and control groups. Of the identified

12 mutations only two were found in more than one affected individual. The second study

investigated a heterogeneous population of patients with a spectrum of idiopathic generalized

epilepsy disorders including: childhood absence epilepsy , juvenile myoclonic epilepsy, febrile

seizures, and myoclonic astatic epilepsy [149] (see Table 1.1 for sub-classifications) and iden-

tified three additional missense mutations and one nonsense mutation that occurred in 9 out

of 192 individuals [149] (see Fig. 2.5). Importantly, none of these new mutations segregated

with a specific epileptic phenotype and their presence was not associated with a single subtype

of idiopathic generalized epilepsy. Moreover, it is imperative to note that every single one
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of the reported Cav3.2 mutations identified in Study 2 (Section 2.3.2) could also be found in

seizure-free individuals. Also, non of these mutations were found in the Chinese Han popula-

tion that was sequenced in Study 1 [54]. The third study is also be Heron and colleagues and

was performed in collaboration with our group, where I investigated a subset of the identified

mutations for biophysical changes; these results are presented in Section 2.3.3. In this study,

240 patients exhibiting the spectrum of IGEs in addition to one focal form of epilepsy (tempo-

ral lobe epilepsy), in addition to 95 control individuals were sequenced. The patient population

was diverse including mostly Australian citizens (presumably of Caucasian descent) and citi-

zens of Israeli and regional Asian-Pacific countries. Each patient was screened for CACNA1H

variants (Exons 3-8 and 12-35 for 192 patients, exons 3-35 for 48 patients). Over 100 sequence

variants were identified in patients and control populations. These included: 50 variants in the

introns and 3’ untranslated region, 30 synonymous coding variants, and 32 variants causing

amino acid changes. Twenty of these amino acid changes have not been reported previously

(i.e. by studies 1 and 2). Eleven of these mutations were selected for biophysical charac-

terization. The variants selected for analysis fulfilled at least one of the following criteria:

alteration of a conserved amino acid, partial segregation with affection status in a family, ab-

sence in controls, or location in a region of the protein of known functional significance (Table

2.1). I also chose to investigate R788C, which was found in unaffected control individuals, but

co-occurred with epilepsy-associated mutations in three of the investigated patient’s families.

Similarly, R2005C is a polymorphism that occurs in both affected and control populations but

does not co-occur with other mutants. Most importantly, three of the eleven mutations dis-

played full or partial segregation with the epileptic phenotype (A876T full, A1059S partial,

and R1892H full). Only one of these segregating mutations was found in one control individ-

ual (A1059S). These mutations (Table 2.1) represent novel variants identified in the largest and

most complete population study to-date.
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Table 2.1: A listing of a subset of mutations identified in genetic linkage Study 3 by Heron
and colleagues (unpublished results). In total 19 variants were identified of which 11 were
selected for biophysical characterization (see Section 2.3.3). Note that several of the mutations
segregate with the epileptic phenotype and were not found in control individuals (asterisk).

AA Change Frequency Evidence for Pathogenicity
R788C 3 families, polymorphism Polymorphism, found also in unaffected patients
A876T* 1 family Segregates with phenotype
G983S 1 family AA highly conserved
A1059S 3 families, 1 control Conserved and segregates with phenotype
E1170K 1 family Non-conservative change in conserved AA
Q1264H 3 families AA not conserved but change not seen in controls
T1606M 2 families Non-conservative change in conserved AA
A1705T 3 families Conserved AA
T1733A 1 family AA conserved
R1892H* 1 family Segregates with phenotype
R2005C Polymorphism Non-conservative change, AA conserved Cav3.1/3.2

2.2 Experimental Methods

2.2.1 Site-directed Mutagenesis

Site-directed mutagenesis was performed on the Cav3.2 calcium channel a1 subunit template

for each of the mutations studied. In each case, slightly different strategies were used to make

the three sets of mutations corresponding to the yellow, blue, and red color code in Fig. 2.5 (see

inset, Biophysical studies); each color code corresponding to characterization results presented

in Sections 2.3.1, 2.3.2, and 2.3.3 respectively.

Study 1 (F161L,E282K,C465S,V831M, and D1463N). Site-directed mutagenesis of the rat

Cav3.2 calcium channel a1 subunit (accession NM-153814) in pCDNA-3.1(Zeo) [228] was

carried out using the Quick change mutagenesis kit (Stratagene) following the manufacturer’s

instructions. For each of the five mutations, the entire Cav3.2-pCDNA-3 plasmid was used as

the mutagenesis template, and then the entire coding sequence of the channel was sequenced

to rule out the presence of errors associated with the mutagenesis (DNA Sequencing Facility,

University of Calgary) before transfection into HEK293 (tsA-201) cells for electrophysiologi-

cal characterization. Study 2 (A480T,P618L, and G755D). Mutagenesis was carried out using
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very similar techniques as in Study 1, however human Cav3.2 (accession NM-001005407) in

pCDNA-3.1(Zeo) was used as the mutagenesis template (cloned into vector at NheI and XbaI

sites). Once again full-length template and post-mutagenesis sequencing were used. Study 3

(R788C, A876T, G983S, A1059S, E1170K, Q1264H, T1606M, A1705T, T1733A, R1892H,

and R2005C). Mutagenesis was performed (human Cav3.2), for eleven missense mutations,

using two different strategies that utilized different templates for a subset of the variants. For

four of the mutations (A876T, A1059S, E1170K, and Q1264H), a ⇡ 900 bp fragment (flanked

by BsrGI and AgeI restriction sites) from the Cav3.2 coding sequence was amplified using

PCR and inserted into the pGEM-T-easy vector (Promega) for subsequent mutagenesis. For

each variant, the entire insert was sequenced to confirm the presence of the mutation and to

check for any PCR-introduced errors. The insert was then re-introduced into the WT Cav3.2

cDNA and both the inset and flanking regions were re-sequenced to ensure proper ligation.

For the remaining seven mutants (R788C, G983S, T1606M, A1705T, T1733A, R1892H, and

R2005C), the full-length Cav3.2 cDNA was used as a mutagenesis template and the entire cod-

ing region was sequenced post-mutagenesis to ensure the presence of the mutation and the lack

of mutagenesis errors.

2.2.2 Cell Culture and Transient Transfection

Tissue culture and transfection of tsA-201 cells was described by us previously in detail [172].

Briefly, human embryonic kidney (HEK) tsA201 cells were grown to 85% confluence at 37�C

(5% CO2) in Dulbecco’s modified Eagle’s medium (DMEM) (+10% fetal bovine serum, 200

U/mL penicillin, and 0.2 mg/mL streptomycin, Life Technologies, Inc.). Cells were dissociated

with trypsin (0.25%)-EDTA before and plated on glass coverslips. Mutant and wild type Cav3.2

channel a1 subunits (4�6µg) and green fluorescent protein marker (1 g) DNA were transfected

into cells by the calcium phosphate method. In some cases (Study 3), the channel cDNA was

co-transfected with a CD8 plasmid to act as a marker. Cells were transferred to 30�C 24 hours

after transfection, and recordings were conducted 1-2 days later.
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Figure 2.5: An illustration of the a1 pore-forming subunit of Cav3.2 T-type calcium chan-
nel with its four domains (I through IV) and six transmembrane regions per domain (lipid
bilayer shown as two solid brown lines). The location of all twenty-six, biophysically char-
acterized, missense mutations (one nonsense mutation) associated with idiopathic generalized
epilepsy are shown. Each amino acid corresponding to an amino acid mutation is color-coded
to correspond to the particular genetic linkage study that first identified them. Biophysical
characterization in search of functional effects was performed and these results are reported in
the following manner: (a) Study 1. Results Section 2.3.1 shows findings on five of the twelve
mutations identified by Chen et al. [54] (bright yellow). The remaining seven (dull yellow)
were characterized by our group but are not reported on here, see Ref. [259]. (b) Study 2.
Results pertaining to the three mutations identified by Heron et al. in 2004 [149] as reported
on in Section 2.3.2. (c) Study 3. The most recent (unpublished) research study by Heron and
colleagues; biophysical characterization of eleven mutations is presented in Section2.3.3.
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2.2.3 Electrophysiology and Data Analysis

Prior to recordings, cells were transferred into an external bath solution. The extracellular solu-

tion, as well as intracellular solutions used in each study were slightly modified in each study.

Electrophysiological results shown in Sections 2.3.1 and 2.3.2, used a a solution of 5 mM Bar-

ium (in mM: 5 BaCl2, 1 MgCl2, 10 HEPES, 40 tetraethylammonium chloride (T EA�Cl),

10 d� glucose, 88 CsCl; pH 7.2 adjusted with T EA�OH). Results shown in Section 2.3.3,

used a solution of 2 mM Calcium (in mM: 128 CsCl, 2 CaCl2, 1.5 MgCl2, 10 HEPES, and

25 d� glucose; pH was adjusted to 7.4 with CsOH). Borosilicate glass pipettes were pulled

and polished to 2-4 M resistance and filled with internal solution. For studies in Sections 2.3.1

and 2.3.2 the following intracellular solution was used (in mM) 108 CsCH3SO4, 4 MgCl2, 9

EGTA, 9 HEPES, pH 7.2 adjusted with Cs�OH. For the third study (Section 2.3.3) a solu-

tion containing the following was used (in mM): 135 CsCl, 10 EGTA, 2 CaCl2, 10 HEPES,

and 1 MgCl2; pH was adjusted to 7.4 with CsOH. Data were acquired at room temperature

using a Axopatch 200B or MultiClamp 700B amplifier and pClamp 9.2 software (Axon Instru-

ments), low-pass filtered at 1 kHz, and digitized at 10 kHz. Series resistance was compensated

to 80%. Data analysis and off-line leak subtraction was carried out in Clampfit 9.2 (Axon In-

struments) and at time used a custom-built software in Matlab (Matworks). All curve fitting

was performed using Origin 7.0 (OriginLab) and custom-built Matlab-based analysis software.

Current-voltage (IV) plots were fitted using the Boltzmann relations:

I = G(V �Erev)
1

1+ e
�(V�V0.5a)

S

(2.1)

where Erev is the reversal potential, G is the maximum slope conductance, V0.5a is the half-

maximal activation potential, and S is the slope factor. Individual inactivation curves were

fitted with:

Inormalized = X +
(1�X)

1+ e
�z(V0.5i�V )

25.6

(2.2)

where Inormalized is the fraction of available channels, X is the non-inactivating fraction of

current, z is the slope factor, and V0.5i & V are the half-inactivating potential along with the
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recorded voltage. Time-constants for inactivation, tinact or ti, were obtained from mono-

exponential fits to the raw current data. Time-constants for recovery from inactivation, tr, were

obtained by mono-exponential fits to the time course of recovery from inactivation. These data

were obtained by applying an inactivating conditioning pulse followed by a variable recovery

period preceding the test pulse. All averaged data are plotted as mean±SEM, and numbers

in parentheses reflect numbers of cells tested. Unless stated otherwise, statistical analysis was

carried out using one way analysis of variance, where p  0.05 was considered as significant.

In study 3 (Section 2.3.3) t-test analysis with the same statistical significance level was used.

2.3 Results

2.3.1 Study 1. Functional Consequences of Mutations Identified in the Chinese Han

Population

Site-directed mutagenesis was used to introduce five of the recently identified CAE-associated

missense mutations [54] into the rat Cav3.2 sequence [228]. As shown in Fig. 2.5 (bright

yellow), these mutations are distributed throughout the Cav3.2 channel protein, including the

domain I S2-S3 linker (F161L), the domain I S5-S6 region (E282K), the domain I-II linker

(C465S), the domain II S2 segment (V831M), and the domain III S5-S6 region (D1463N),

and include two substitutions of negatively charged amino acids. Each of the mutant channels

expressed well in HEK cells, had current densities similar to those obtained with the wild type

channels (not shown), and produced typical current waveforms expected from T-type calcium

channels (Fig. 2.6A). Two of the mutations, F161L and E282K, resulted in statistically signif-

icant hyperpolarizing shifts in the half-activation potential of the channel by approximately 10

mV (Fig. 2.6B and C), without affecting the reversal potential. Hence, mutations F161L and

E282K, due to a shift in their activation potentials, can open in response to smaller membrane

voltage fluctuations and therefore allow for greater Ca+2 influx as compared to wild type. In

neurons, this behaviour could result in enhanced bursting activity and might facilitate intracel-

lular changes associated with elevated [Ca+2]i during epochs of intense neuronal activity. The

voltage dependence of activation of the remaining mutants did not differ significantly from that
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observed with the wild type channel (Fig. 2.6C).

The time course of activation was significantly slowed in the V831M mutant at potentials

more positive than -30 mV (Fig. 2.6D), suggesting that this channel might conduct less inward

current during brief membrane depolarizations. However, the V831M mutant also exhibited

significantly altered inactivation characteristics. At moderate depolarizations (i.e., -20 mV),

the time constant for inactivation was significantly slowed in the V831M mutant (Fig. 2.7A),

whereas the remaining mutants behaved roughly similar to wild type channels. In addition, the

position of the steady-state inactivation curve of the V831M mutant was shifted towards more

depolarized potentials by⇡10 mV, whereas that of the other mutants did not differ significantly

from that of the wild type channel (Fig. 2.7B). This suggests that V831M channels, although

slower to activate, are more readily available for opening, and when conducting, remain open

for longer durations relative to wild type. The observation that V831M activation was slowed

only at depolarized potentials might suggest that in this mutant, one or more of the gating

transitions during channel opening become rate limiting at positive voltages, but not at more

negative potentials at which activation is generally slower. Recovery from inactivation was not

significantly affected by any of the mutations (Fig. 2.7C). Taken together, three of the five

mutants examined exhibited statistically significant altered gating behaviour, whereas mutant

channels C456S and D1463N were indistinguishable from wild type channels.

2.3.2 Study 2. Functional Consequences of Three IGE Mutations Identified in an Aus-

tralian Patient Population

Site-directed mutagenesis was used to introduce the three recently identified missense mu-

tations into the cloned human Cav3.2 cDNA (Fig. 2.5). All of the identified mutations are

located within the I-II linker region of the Cav3.2 voltage-gated calcium channel: A480T and

P618L change non-polar residues for uncharged and non-polar residues respectively, while

G755D is a change from a non-polar to a negatively charged amino acid. Each of the mu-

tant channels expressed well in HEK tsA-201 cells, exhibited current densities similar to those

obtained for the wild type channel, and produced current waveforms typically observed with

the cloned T-type calcium channels (Fig. 2.8A). None of the mutants resulted in significant



43

Figure 2.6: (A) Families of raw current traces obtained with wild type and mutant Cav3.2
channels. The currents were elicited by stepping from a holding potential of -110 mV to var-
ious test potentials. Note the slowed activation and inactivation kinetics of the V831 mutant.
(B) Ensemble of whole cell current voltage relations obtained with wild type Cav3.2 and the
E282K mutant. Each individual current voltage relation was normalized to a peak value of
1, and the data points reflect means of the normalized amplitudes. The solid lines are fits
via the Boltzmann equation. (C) Mean half-activation potentials obtained with the wild type
and five different mutant Cav3.2 channels. The half-activation potentials were determined via
Boltzmann fits to individual whole cell current voltage relations. Asterisks denote statistical
significance relative to wild type (p  0.05, ANOVA). (D) Time to peak for wild type and
V831M mutant Cav3.2 channels at various test potentials, asterisks denote statistically signifi-
cant deviations (p  0.05, t-test). Inset: Mean time to peak values obtained for wild type and
mutant Cav3.2 channels at the peak voltage of the I-V relation. V831M shows a statistically
significant increase in time to peak (p 0.05, ANOVA). Numbers of cells recorded are denoted
in parentheses. Adapted from Ref. [172].
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Figure 2.7: (A) Time constants of inactivation for wild type and V831M mutant Cav3.2 chan-
nels, obtained from mono-exponential fits to raw current traces at various test potentials. Inset:
Mean time constant of inactivation obtained at a test potential of -20 mV for wild type and
mutant Cav3.2 channels. (B) Ensemble steady-state inactivation curves obtained with wild
type and V831M mutant Cav3.2 channels. The lines are fits with the Boltzmann relation. In-
set: Mean half-inactivation potentials obtained from fits to individual state inactivation curves.
The asterisk denotes statistical significance (p  0.05, ANOVA). (C) Recovery from inactiva-
tion for wild type and two of the mutant Cav3.2 channels, normalized to 1. Inset: Mean time
constants for recovery from inactivation for the wild type channels and the Cav3.2 mutants
obtained from mono-exponential fits to the normalized current recovery curve. Adapted from
Ref. [172].
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Figure 2.8: (A) Families of raw current traces obtained with wild type and mutant Cav3.2 chan-
nels. The currents were elicited by stepping from a holding potential of -110 mV to various
test potentials. (B) Ensemble of whole cell current-voltage (I-V) relations obtained with wild
type and mutant Cav3.2 channels. Each individual current voltage relation was normalized to a
peak value of 1, and the data points reflect means of the normalized amplitudes. The solid line
is a fit using the Boltzmann equation to the wild type data. (C) Ensemble steady-state inacti-
vation curves obtained with wild type and mutant Cav3.2 channels. The currents were elicited
by inactivating the channel population (-10 mV for 1.5 s) followed by a step to the peak acti-
vation current. The line is a fit with the Boltzmann relation to the wild type data. Mean half
inactivation potentials are obtained from fits to individual state inactivation curves. (D) Mean
half-activation and half-inactivation potentials obtained with wild type and mutant channels.
The half-activation potentials were determined via Boltzmann fits to individual whole cell cur-
rent voltage relations. Numbers of cells recorded are denoted in parentheses. Adapted from
Ref. [173].
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Figure 2.9: (A) Time to peak for wild type and P618L mutant Cav3.2 channels at various test
potentials; asterisks denote statistically significant deviations (p  0.05, t-test). Inset: Mean
time to peak values obtained for wild type and mutant Cav3.2 channels at the peak voltage of
the I-V relation. P618L shows a statistically significant decrease in mean time to peak (p 
0.05, ANOVA). (B) Time constants of inactivation for wild type and G755D mutant Cav3.2
channels, obtained from mono-exponential fits to raw current traces at various test potentials.
Inset: Mean time constant of inactivation obtained at a test potential of -10 mV (peak current)
for wild type and mutant Cav3.2 channels. P618L and G755D show a statistically significant
decrease in inactivation time constants. (C) Recovery from inactivation for wild type and
mutant Cav3.2 channels, normalized to 1 (full current recovered). No statistically significant
differences were observed in mean time constants for recovery. Asterisks denote statistical
significance relative to wild type (p  0.05, ANOVA). Numbers of cells recorded are denoted
in parentheses. Adapted from Ref. [173].
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differences in the shape or position of the current-voltage (I-V) relation (Fig. 2.8B), or changes

in voltage-dependence of steady-state inactivation (Fig. 2.8C), such that neither half-activation

nor half-inactivation voltages were affected (Fig. 2.8D). In neurons, one would expect the vari-

ant channels to activate and inactivate at similar membrane potentials as compared to the wild

type Cav3.2 channel.

The time course of activation was significantly accelerated in the P618L mutant at poten-

tials more positive than -30 mV (Fig. 2.9A), suggesting that this variant might conduct greater

inward current during brief membrane depolarizations. In contrast, both P618L and G755D

exhibited significantly altered rates of inactivation. For depolarizations to modest membrane

potentials (i.e. -20 mV), the time course of inactivation was significantly accelerated (Fig.

2.9B), whereas that of the A480T mutant was not different from the native channel. This sug-

gests that the P618L mutant is able to both activate and inactivate faster in response to changes

in membrane potential, thereby allowing more channels to be available for inward currents in

response to varying depolarizations above -20 mV when compared to the native channel. Re-

covery from inactivation was not significantly affected by any of the mutations (Fig. 2.9C).

Taken together, two of the three mutants investigated exhibited relatively small, albeit statisti-

cally significant altered channel kinetics, which in a native neuronal environment would likely

contribute to altered firing behaviour.

2.3.3 Study 3. Functional Consequences of Eleven Additional IGE Mutations

Nineteen of the amino acid changes identified here have not been reported previously and

this reinforces the extent of genetic variation present at this locus. Approximately 25% of

the variants identified were also observed in the Han Chinese population [54]. This suggests

that the majority of the variants in this gene are present at low frequencies and are population

specific, with only relatively common polymorphisms being seen in multiple populations.

Site directed mutagenesis was used to introduce each of the 11 of the novel amino acid

changes into the human Cav3.2 calcium channel cDNA sequence. The mutants were tran-

siently expressed in tsA-201 cells and characterized via whole cell patch clamp. For every

channel variant (Table 2.1), the voltage dependences and rates of activation and inactivation,
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and the time constant for recovery from inactivation were determined and compared to those

of wild type channels. None of the mutants showed changes in the time course of inactivation,

but several of the mutants displayed alteration in the other gating characteristics that altered

channel function (Figs. 2.10 and 2.11).

2.3.3.1 Mutations Resulting in Altered Channel Function

The variant A876T is seen in one family with IGE, febrile seizures, and temporal lobe epilepsy

in which it segregates with affection status and not in controls. This variant affects a conserved

amino acid in transmembrane domain II and affects two biophysical parameters of channel

activity. First, there is a depolarizing shift in the half-inactivation potential (i.e., the membrane

potential at which half of the channels can be activated by a membrane depolarization) of

the channel (Fig. 2.10C and D). This results in an increase in the fraction of channels that are

available for opening, thus causing a gain of function. Second, the time course of recovery from

channel inactivation (Fig. 2.11D) is faster and hence the channels are less likely to accumulate

in a non-conducting state during successive membrane depolarizations, in this case this would

be consistent with increased channel function.

The variant G983S was observed in a single patient with MAE 2. The change was inherited

from the patient’s father, who was unaffected but had a family history of epilepsy. This change

alters a highly conserved amino acid in the pore loop of transmembrane domain II and would

be expected to significantly alter channel properties. Electrophysiological studies showed that

this variant slows the recovery from inactivation (Fig. 2.11D) and shifts the half-inactivation

potential towards more negative voltages (Fig. 2.10C). These effects are opposite to those seen

with A876T and are therefore consistent with a loss of channel function.

The variant A1059T was seen in three families and one control individual. Susceptibility

variants are not unexpected in controls where there are insufficient numbers of susceptibility

alleles for the individual to cross the seizure threshold and therefore have epilepsy. This mu-

tation raised, slightly but significantly, the threshold of its activation as evident from a small

depolarizing shift in the half-activation potential (i.e., the voltage at which half of the channels
2Myoclonic-astatic epilepsy (MAE) is a combination of myoclonic seizures and astasia (a decrease or loss of

muscular coordination), often resulting in the inability to sit or stand without aid.
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are activated, Fig. 2.10B). Moreover, the channel was slower to activate (Fig. 2.11A and B),

altogether indicating a slight reduction in channel function.

The variant T1606M was observed in two epilepsy families with GTCS and febrile seizures

(see Table 1.2 for classifications) and unclassified epilepsy and was not present in controls. In

both families the variant is transmitted from an unaffected parent to the affected children. This

variant causes a small, hyperpolarizing, shift in the half-activation potential (Fig. 2B) and

would be expected to cause a small gain of function and thus increase in calcium current.

The variant A1705T was seen in two epilepsy families with MAE, febrile seizures, and

JAE and one sporadic MAE patient, and was absent in controls. In both families the change

co-segregates with the polymorphism R788C, which has been shown to cause small alterations

in the recovery from inactivation (Fig. 2.11D). The sporadic patient also carried both changes

but DNA was not available from any relatives to allow analysis of the co-segregation of the

two changes. When tested alone, the A1705T mutation decreased the time of recovery from

inactivation (consistent with a small gain of function), but did not alter any of the other param-

eters measured (Fig. 2.11D). Although this alteration of kinetics is small, it is possible that the

difference would have been larger if the change had been tested with the R788C variant in the

same construct, perhaps via some nonlinear interaction.

The variant T1733A was seen in a single epilepsy family with CAE and did not segregate

with the epileptic phenotype in the two affected siblings in this family. This variant caused a

depolarizing shift in half-inactivation potential (Fig. 2.10C), yet a slowing of recovery from

inactivation (Fig. 2.11D), thus perhaps mediating offsetting effects on channel function.

The variant R1892H was seen in a single family with CAE, JAE and GTCS and was not

present in controls. The change was transmitted from an unaffected parent to four affected

children and was absent in the fifth unaffected child. This variant was slightly faster to activate

in response to membrane depolarization, and thus consistent with a gain of function (Fig. 2.11A

and B).

The variant R2005C is a polymorphism which was observed in 17.4% of patients and 14.6%

of controls. Although the frequency of this polymorphism is increased in the patient popula-

tion, this increase is not statistically significant in the genetic analysis. The change alters an
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amino acid which is conserved in CACNA1H and CACNA1G sequences, suggesting that it is

important for channel function. Functional analysis showed that the R2005C variant decreases

the time-constant of recovery from inactivation (Fig. 2.11D) leading to a small gain of function.

2.3.3.2 Other Mutations

Two of the variants tested were not found to alter those channel properties tested. Both of these

variants are in the intracellular loop between transmembrane domains II and III. The variant

E1170K, which alters a highly conserved amino acid, is seen in a single family and not in

controls. The change does not segregate with epilepsy in the family and is likely to be present

in an unaffected family member or perhaps a larger control population. The variant Q1264H

was seen in one family and two other patients and was not present in controls.

2.4 Discussion

2.4.1 Genetic Linkage Study and Mutation Specific Remarks

Biophysical Study 1.

The findings with C456S and D1463N are consistent with a number of reports of calcium chan-

nel mutations in various disease states that do not result in detectable effects on channel gating.

A lack of effects on channel biophysics does not equate to lack of functional consequences in a

neuronal cellular environment. For example, given the cytoplasmic localization of the residue

C456, it is conceivable that putative interactions with neuron specific regulatory proteins could

result in altered channel function for the C456S mutant. Moreover, it is possible that second

messenger modulation could be altered in this channel; residue 456S has been suggested as a

possible Casein kinase II (CK2) phosphorylation site [54]. Finally, it is possible that the ef-

fects of individual point mutations are only observed in certain of the many splice isoforms of

Cav3.2 calcium channels [51]. In contrast, the results obtained for F161L and the E282K mu-

tants are more easily reconciled with the epileptic phenotype of patients carrying this mutation.

A shift in the voltage-dependence of activation to levels that are closer to resting membrane

potentials of most neurons would result in increased calcium influx and thus hyperexcitability

of neuronal tissue, thus predicting increased spike and wave discharges in cells that predom-
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Figure 2.10: (A) Families of raw current traces obtained with wild type and mutant Cav3.2
channels. The currents were elicited by stepping from a holding potential of -110 mV to vari-
ous test potentials. The mutants featured are those that exhibited segregation with the epileptic
phenotype (see Table 2.1). (B) Mean half-activation potentials obtained with the wild type and
eleven different mutant Cav3.2 channels. The half-activation potentials were determined via
Boltzmann fits to individual whole cell current voltage relations. (C) Mean half-inactivation
potentials obtained from fits to individual state inactivation curves. (D) Steady-state inactiva-
tion curves obtained with wild type and A876T, which exhibited the greatest difference, in the
depolarizing direction, from mean WT values. Asterisks denote statistical significance relative
to wild type (* for p  0.05 and ** for p  0.001, t-test). Numbers of cells recorded are
denoted in parentheses.
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Figure 2.11: (A) Time-to-peak for wild type and two of the mutations, A1059S and R1892H,
that segregate with the epileptic phenotype. Intriguingly these mutants are amongst the two
exhibiting greatest change as manifested by the t-activation at -30 mV. (B) Time constants of
activation for wild type and eleven mutant Cav3.2 channels; these were obtained from mono–
exponential fits to raw current traces at various test potentials but are reported for the peak
evoked current at -30 mV. No differences were seen for time constants of in-activation (data
not shown). (C) Recovery from inactivation (fraction of current available) for wild type and
two of the mutant Cav3.2 channels: G983S exhibits slower to recover characteristics, while
A1705T recovers more rapidly. (D) Mean time constants for recovery from inactivation for the
wild type channels and the Cav3.2 mutants obtained from mono-exponential fits to the normal-
ized current recovery curve (as in C). Asterisks denote statistical significance relative to wild
type (* for p  0.05 and ** for p  0.001, t-test). Numbers of cells recorded are denoted in
parentheses.
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inantly express the F161L or E282K mutations. Similarly, any slowing of voltage-dependent

inactivation and shifts of the half-inactivation potential towards more depolarized potentials

such as in the V831M mutant would result in increased availability of the channel for open-

ing, and thus, increased channel activity. It should be noted that I used the rat Cav3.2 calcium

channel as the mutagenesis template, and although this channel is highly homologous with the

human channel, subtle differences in homology distributed throughout the channel may result

in inter-species differences in the context of channel gating. This notion is supported, in part,

by findings that show no specific transmembrane domain is responsible for inactivation chan-

nel properties [139]. Overall, the observed biophysical effects for three of the five mutations

examined here are consistent with a gain of channel function, which may be relevant to the

CAE phenotype.

To date, there have been only limited reports of systematic structure-function studies on

cloned T-type calcium channel subtypes. Staes et al. [316] implicated the C-terminus of the

Cav3.1 calcium channel in voltage-dependent inactivation, however, based on the current un-

derstanding of inactivation of high voltage-activated calcium channels [322], and on mutage-

nesis studies in Cav3.1 channels [223], the S6 segments are also likely to contribute to the

inactivation process. Interestingly, the only CAE-associated mutation that affected channel in-

activation is localized to a region that had not been previously implicated in the inactivation

of any type of calcium channel, i.e., the domain II S2 segment. The consequences of mu-

tant channel E282K on voltage-dependent activation are somewhat surprising. Intuitively, one

might have expected a substitution of an externally located negatively charged residue for a

lysine to electrostatically antagonize voltage sensor movement, thus, inhibiting rather than fa-

cilitating activation. These results suggest that the effects of this mutation do not arise from an

electrostatic interaction with the voltage-sensor of the channel, but may perhaps be mediated

via allosteric coupling to the activation gating machinery.

In summary, these data (Section 2.3.1) constitute the first report of naturally occurring point

mutations with functional consequences on the gating behaviour of T-type calcium channels.

At least in a subset of mutations reported in children afflicted with CAE, the altered chan-

nel gating that arises from the presence of these mutations is qualitatively consistent with the
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clinical phenotype. The discovery of these mutations in a subset of individuals but not in a

larger number of control subjects suggests that their presence is significant, which is further

supported by their functional effects. Their effects in the context of CAE may well be brought

about by synergistic interactions with other factors such as other ion channels and intracellular

modulators, all of which are capable of a spectrum of activity modes in the epileptic brain.

Biophysical Studies 2 & 3.

In their first study, Heron and colleagues reported four mutations (three missense and one non-

sense) [149] associated with IGEs (encompassing a spectrum of generalized seizure types, see

Table 1.1, in addition to some patients with febrile seizures), and the functional consequences

of the three missense mutations is presented in Section 2.3.2. Although the result of the non-

sense mutation was not investigated, expression of this mutant channel results in a premature

termination within the I-II linker at residue 654, resulting in the translation of only domain I

of Cav3.2, and thus in all likelihood, a non-functional channel. It is important to point out that

transfection of domain I of Cav3.2 into NG108-15 cells results in a ⇡50% reduction in native

T-type channel amplitude [257]. This suggests the possibility that a similar dominant negative

effect might occur in thalamic or cortical neurons. For 2/3 missense mutations a small but sig-

nificant alteration in rates of activation and inactivation was observed without any steady-state

changes. Taken together, the results of this functional study, showing relatively minor bio-

physical effects on channel function, are once again in-line with a complex inheritance model.

Moreover, it is important to note that the mutants discovered in this first study by Heron et al.

[149] were obtained by studying a much larger and more diverse epileptic patient population

than investigated by Chen et al. [54].

In their second study, Heron and colleagues along with our group investigated 240 patients

(largest study to date) and identified twenty novel IGE mutations that result in amino acid

changes in the Cav3.2 channel; of these the biophysical characterization of eleven mutations of

interest are presented (see Table 2.1). A key aspect of their genetic findings is the identification

of three variants (A876T, A1059S, and R1892H) that segregate with the epileptic phenotype

- this was not the case for any of the other previously reported mutations, which suggests

that they may be caused by polymorphisms. Upon biophysical characterization of the eleven
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mutants, no large biophysical changes were observed, however a ⇡ 10 mV depolarizing shift

in steady-state inactivation curve was observed for A876T, consistent with increased channel

availability (from the inactivated state) over a range of membrane potentials (see Fig. 2.10D).

Aside from small changes in the rate of activation (Fig. 2.11B, specifically for A1059S and

R1892H), the next most significant change was observed for recovery from inactivation where

two mutants in particular (G983S and A1705T) showed decreased and increased rates respec-

tively. A connection between loss of function mutations, such as increased rate of recovery

from inactivation, and the epileptic phenotype is paradoxical. However, due to complexities

inherent to neuronal and network synchrony, both within and in between the key circuits (thala-

mus and neocortical), it is conceivable that altered channel biophysics can modulate firing be-

haviour in a manner that ultimately results in pathological synchrony and consequently seizure

generation.

Overall, the most intriguing aspect of these findings are that even though biophysical

changes were small, they were the greatest in magnitude and frequency for mutants that seg-

regated with the epileptic phenotype. R788C, identified as a polymorphism and found in non-

affected individuals, is the only variant that has consistently been identified in more than one

linkage study [354, 355]. Therefore, it is tempting to consider R788C as a “true negative”

test, suggesting that polymorphisms do occur in patients with IGE but have minimal effects on

channel function. However, even for the case of robustly identified variants, that do segregate

with the epileptic phenotypes, the biophysical consequences seem to be minimal. This was

also the case for the seven mutants from the Chen et al. [54] study that were characterized by

our group but were not shown here [259].

2.4.2 Overall Conclusions

I investigated biophysical properties of nineteen missense mutations in the Cav3.2 T-type cal-

cium channel, as associated with a spectrum of seizure syndromes classified under idiopathic

generalized epilepsies. Results from these biophysical measurements (specifically those in Sec-

tions 2.3.1 and 2.3.2) are amongst the first characterization of naturally-occurring mutations in

T-type channels. Idiopathic generalized epilepsies are widely believed to be caused by genetic
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factors and the functional effects of Cav3.2 mutations reaffirm this notion. The presence of

these channels in brain structures such as the thalamus and cortex suggest that altered channel

function may play a role in affecting neuronal firing that somehow contributes to pathological

(seizure) cellular firing and putative changes at the network level.

As noted in Section 2.4.1, most of the mutants had small or no biophysical effects and none

of the segregating mutations were observed more than once across different studies, although

they were observed in more than one family. Collectively, these findings support the notion

that the CACNA1H gene is an active susceptibility locus associated with the spectrum of IGE

seizure disorders. There are precedents for lack of biophysical effects in other calcium channel

isoforms as related to other disorders. For example, mutations in the Cav2.1 P/Q-type calcium

channel found in patients with familial hemiplegic migraine do not appear to obviously alter

channel function [232]. A recent study on this channel (i.e. Cav2.1) has identified a novel

mutation associated with absence epilepsy that segregates in an autosomal dominant fashion

in successive generations, yet, no changes in gating were observed as a result of this mutation.

Moreover, several mutations in the Cav1.4 L-type calcium channel linked to congenital X-

linked stationary night blindness do not affect the biophysical properties of expressed channels

[229]. Additionally, mutations associated with periodic paralysis mediate only small effects on

Cav1.1 L-type channel inactivation [91].

T-type channels mediate the rebound bursts in thalamic reticular and cortical neurons that

are the physiological substrates for SWDs. Therefore, increased T-type channel expression

(such as in the GAERS rat) or activity (as seen with gain of function mutations found in hu-

mans) can contribute to seizure genesis. Several of the mutations, mainly those reported by

Chen et al. [54], are located within the I-II linker and are biophysically silent [172, 259].

However, their functional effects may be caused by changes in trafficking, regulation, alter-

nate splicing, and interaction with other proteins. Indeed, it was recently shown that several

of the mutations can enhance surface expression of the channels [355], and also can result in

alterations in splicing with unique biophysical properties [389].

Increased T-type calcium channel activity does not necessarily have to result from increased

T-type channel expression. For example, alterations in ionic currents that interact with T-type
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currents, such as the H-current (Ih), which is mediated by HCN channels can result in absence

seizures [210, 267]. This was recently demonstrated in the case of HCN2 (found primar-

ily in the thalamus) deficient mice, which exhibit spontaneous 5 Hz SWDs with absence-like

episodes [209]. Similarly, the WAG/Rij rat, which exhibits spontaneous absence-like seizures

of neocortical origin [231] has been shown to have reduced levels of HCN1 protein expressed

in the cortex; interestingly, mRNA levels for HCN1 were unaffected and protein expression

levels did not seem to differ from control animals for the three other HCN genes [324]. Given

that cortical, thalamocortical relay, and reticular thalamic neurons express different comple-

ments of T-type channel isoforms, all three channel subtypes are potential contributors to the

epileptic phenotype, but may do so in a regional- or cell type-specific manner. In this regard,

it is interesting to note that in the GAERS rat, intra-thalamic administration of ethosuximide

is only effective in reducing seizures by 70% at concentrations well beyond those known to

be effective in blocking T-type channels [280]. However, intra-cortical administration of etho-

suximide has been shown to be much more effective in halting seizure activity [218], which

further supports the notion that T-type mediated SWD generation is not exclusively a thalamic

phenomenon. This notion is further supported by the observation that specific knockout of one

given channel subtype (i.e., Cav3.1 which is expressed predominantly in thalamocortical relay

neurons) is not universally effective in protecting against all pharmacologically induced gen-

eralized seizures. The susceptibility of the KO mice to bicuculline-induced seizures indicates

that rebound bursting in thalamocortical relay neurons may not be required for this form of

seizure activity and serves as a reminder of the many complex routes to seizure genesis (re-

viewed in [225, 227]). On the other hand, reticular neurons express Cav3.2 and Cav3.3 and it

would thus be interesting to explore seizure susceptibility in knockout mice deficient of these

channel subtypes. It also remains to be determined whether knockout or downregulation of

Cav3.1 could provide a protective role against absence seizures induced by the putative gain of

function in Cav3.2 such as those found in humans with idiopathic generalized epilepsy.

Genetic association studies have improved greatly in identifying genes and mutations therein

involved in disease processes. In the context of idiopathic epilepsies, most of the ion channel

defects that have been identified via linkage studies typically account for a small fraction of
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patients, with sporadic cases or cases occurring in nuclear families [247]. The majority of fam-

ilies do not exhibit clear inheritance of the gene, which has been suggestive of a polygenic or

multifactorial basis to this class of epilepsies. These biophysical data constitute early reports

on functional changes attributable to naturally occurring point mutations in T-type calcium

channels. These findings suggest that Cav3.2 T-type channel variants with large biophysical

effects, that may be directly causal to an epileptic phenotype, probably represent a rare fraction

of the general patient populations affected by this disorder. However, one must consider other

factors such as the involvement of other genes. Moreover, environmental factors that may al-

low a mutation to manifest itself in an individual but not in another (even though both subjects

may have the same T-type calcium channel mutation) must be considered.

These results on the functional consequences of Cav3.2 mutations are best matched with

a polygenic complex inheritance model for the etiology of IGEs. Indeed, the emerging pic-

ture suggests that idiopathic generalized epilepsy encompasses a spectrum of epilepsies with

genetic segregation patterns that are consistent with susceptibility alleles that depart from the

pattern of vertical inheritance seen in monogenic autosomal dominant epilepsies. Indeed, all

epilepsy-related variants so far described in CACNA1H appear to be susceptibility alleles,

which contribute to disease but are not sufficient to cause it on their own. Hence, CACNA1H

variants do not segregate with epilepsy in large families. Further characterization of the role of

CACNA1H in idiopathic epilepsy can only be achieved by the identification of further variants

in patients with a range of epilepsy phenotypes and correlating that with functional properties

of the protein. However, it is possible that future genetic linkage studies may identify more

calcium channel mutations that clearly segregate, in a Mendelian manner, with an epileptic

phenotype and may have associated functional effects.



Chapter 3

High Frequency Oscillations and their Role in Seizure

Localization and Seizure Genesis: An in vitro and

Patient-based Investigation

3.1 Introduction: High Frequency Oscillations as Surrogate Markers of

Epileptogenicity

3.1.1 Conventional Electroencephalographic Recordings and the � 100 Hz Frequency

Band

Electroencephalography (EEG) is the primary modality for measuring functional brain activa-

tion as a manifestation of neuronal network activity. Recent technologies such as functional

MRI are also capable of resolving spatial-temporal changes in brain function, however, EEG

remains the best suited technique for fast temporal activity. The main uses of EEG recordings

in the context of epilepsy are for detection and diagnosis of seizure activity or epileptiform dis-

charges (typically outpatient uses), and for seizure localization during. The latter is achieved

by a combined video-EEG monitoring (VEM) where patients are admitted to hospital and their

antiepileptic medications are reduced while their seizures are monitored. EEG as acquired dur-

ing VEM can be recorded either via scalp electrodes (placed on the head) or via intracranial

electrodes (invasive procedure). Use of the latter invasive technique is commonly a prelude

to seizure surgery where the identified seizure focus is resected to improve seizure control in

patients that are not well controlled by other means such as pharmacotherapy. The seemingly

simple task of seizure localization is in fact challenging in a clinical setting due to the het-

erogeneity of individual patient seizure syndromes (and longstanding history of seizures), and

is complicated by epileptiform activity commonly arising from more than one brain location,

and/or rapidly spreading to involve other locations [108]. In the case where seizures are aris-

59
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ing from two opposing hemispheres, for example in key structures such as the hippocampus,

localization of the primary ictal (i.e. seizure) generator is of critical importance for successful

and deficit-free surgery [108]. Moreover, for focal temporal epilepsies, there is evidence sug-

gesting that a patient’s quality of life is improved upon receiving seizure surgery as compared

with long-term pharmacotherapy [369]. Therefore, there is impetus for improving seizure lo-

calization, especially in patients with multi-focal epilepsy with the aim of improving surgical

treatment modalities.

Figure 3.1: A schematic diagram showing the various spectral components of EEG; the spec-
trum is depicted based on frequencies increasing from DC (⇡ 0.5 Hz) towards 1024 Hz. Below
70 Hz corresponds to the “traditional” Berger bands. These lower frequency oscillations are
correlates of a diversity of brain states such as theta activity during early sleep stages, alpha
activity during eye closure, and gamma activity during cortical binding, which is believed to
be indicative of long-range coherent oscillations during sensory processing. Frequencies in the
ripple range (100 - 200 Hz) have been observed during both physiological and epileptiform
activity. Frequencies above 200 Hz are believed to be generated by networks that are somehow
altered or participate in epileptic processes.

Analogous to the electromagnetic spectrum, where different frequency photons have differ-

ent functional attributes, the spectral components of EEG are also known to represent different

states of brain activity with related functional correlates from sleep (theta activity) to epileptic

seizures (ripples) [250, 284, 351]. For example, frequencies in the gamma range (40-80 Hz)

are believed to be associated with cortical binding that play a role in memory processing, en-

coding, and recall [284, 351] (see Fig. 3.1). Conventionally, the relevant bandwidth of study

in EEG has been limited to DC-70 Hz for two main reasons: (1) the scalp is a dielectric and

therefore smooths the potential field resulting in low-pass filtering of signals with conventional

EEG’s spatial sampling [313], and (2) most clinical centers digitize their EEG recording at a

sampling rate close to 200 Hz. This rate of sampling is far below the Nyquist limit for consider-

ing oscillations greater than 100 Hz (the practical limit is closer to 50 Hz). With improvements
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in analog-to-digital converter technology, alongside improvements in computing speed and file

storage, there are more centers using fast-sampling EEG machines (1-10 kHz sampling). Fast

sampled EEG exhibits signal characteristics beyond the 70 Hz limit, and thus the relevant band-

width of EEG has expanded to include frequencies faster than gamma and as fast as 600 Hz in

the somatosensory cortex [77, 78].

3.1.2 Attributes of High Frequency Oscillations: A Summary of Animal and Human

Studies

High frequency oscillations (� 80 Hz, HFOs) can be classified by their “operational” fre-

quency range, and are commonly grouped into ripple (80 - 200 Hz) and fast ripple (FR, � 200

Hz) frequency bands [42]. Ripples reflect network activity that includes both physiological

and epileptiform activity (reviewed in [276]). Ripples have been recorded in the hippocampus

and entorhinal cortex in both normal (behaving rats) [42, 58] and epileptic neuronal networks

[42, 118]. Under non-epileptic conditions, ripples may play a role in memory consolidation

by transferring information from the hippocampus to the neocortex given that they have been

observed in the hippocampus of behaving rodents in the form of sharp waves during spatial ex-

ploratory tasks [101], and also hippocampal ripples have been correlated with cortical spindles

during slow-wave sleep [300].

Cellular and network mechanisms underlying HFOs are believed to involve both gluta-

matergic and GABAergic synaptic transmission [215], in addition to gap-junctional coupling

[102]. These synchronizing elements allow for dynamic, yet transient, changes in the activity

of sub-populations of neurons that operate within larger networks [30]. In addition, there are

several studies that point to independent modes of physiological vs. pathological HFO gener-

ation in the context of neonatal and adult brain development. Indeed, excitatory GABAergic

activity can prime the neonatal brain for HFO-based seizure activity [188].

Ripples and FRs can co-occur under epileptic conditions. They have been observed exclu-

sively at seizure foci in in vitro [175, 106, 187] and in vivo animal [25, 26, 28, 29] models of

epilepsy. In addition, ripples and FRs have been observed in intracranial microelectrode EEG

recordings from hippocampal and entorhinal cortices of epileptic patients [24, 25]. Several
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human studies suggested that FRs occur predominantly in seizure foci [27, 31, 315]. Increased

HFO activity was also correlated with the presence of hippocampal atrophy [314, 315]. Other

studies provided further information towards the generators of FRs and their relation to seizure

(ictal) genesis. In particular, it was shown that multi-unit synchrony was greater during FR

as compared with ripples [31]. In two animal studies involving intrahippocampal injection of

kainic acid, spatial contacts that exhibited FRs did so exclusively and in a stable manner over

prolonged epochs ranging from days to months [29]. A subsequent study by the same group

showed that animals that first exhibited HFOs went on to first develop spontaneous seizures

and the time to first seizure was positively correlated with the earlier occurrence of HFO activ-

ity [28]. Taken together, these findings suggest that pathological HFOs, and in particular FRs,

serve as surrogate markers for the presence of an epileptic condition and may have implications

for seizure genesis [28, 276, 338, 340].

In order for HFOs to be demonstrated as surrogate markers of seizure processes more

widespread study is necessary. Until recently, it was believed that HFOs (especially � 200

Hz) could only be recorded using custom-built micro depth-electrodes. However, several re-

cent studies have demonstrated their presence in recordings using custom-built macro depth-

electrodes [162] and commercially available subdural grid electrodes [5, 4, 253]. Moreover,

these studies, in addition to one other using 200 Hz sampling [377], have shown that HFOs

are mostly localized to electrode contacts over or in the vicinity of primary ictal onset. In-

deed, these findings support earlier observations of HFOs ( 150 Hz) localized to channels

monitoring sites of primary seizure onset [118, 340, 6]. In addition to their localization, the

suggestion exists that HFOs can undergo measurable change over time during the transition to

seizure [162, 175, 377].

Previous studies of HFOs have looked at the interictal and ictal period but not the pre-ictal

period, which likely represents a fundamental process in seizure initiation [113]. Therefore,

I engaged in a prospective study using power spectral analysis to test three hypotheses using

both an in vitro model of recurrent seizures and recordings from epileptic patients. My specific

hypotheses are: (1) HFOs can exhibit temporal changes during the transition to seizure, (2)

HFOs localize to specific contacts that correlate with the ictal onset zone (for patients, deter-
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mined based on conventional review of video-EEG monitoring data), and (3) HFOs may be

detectable using conventional (commercially-available) depth and grid macroelectrodes.

3.2 Experimental Methods I. Induction and Analysis of in vitro Seizure-

like Events

3.2.1 Brain Slice Recordings

Brain slices and solutions - Seven male Wistar rats (P21-24) were anaesthetized with halothane

and decapitated. The brain was quickly dissected and maintained in ice-cold artificial cere-

brospinal fluid (ACSF) for 4-5 min. Brain slices were cut according to Rafiq et al [274, 275].

After sectioning, slices were maintained at room temperature in oxygenated ACSF for at least

one hour before recording. The ACSF contained (in mM): NaCl, 125; KCl, 2.5; NaH2PO4,

1.25; MgSO4, 2; CaCl2, 1.5; NaHCO3, 25; D� glucose, 10, pH 7.4 when aerated with 95%

O2 and 5% CO2. Osmolarity was 310±5 mOsm. For electrophysiological recordings, the su-

perfusing ACSF was switched to one containing 5 mM KCl and 0.5 mM MgSO4, to ensure the

development of spontaneous epileptiform activity. Twelve out of 14 (⇡86%) slices developed

interictal events that spontaneously progressed to seizure-like events (SLEs). The observed

transition was consistent with previous reports using this model of epilepsy [236, 137]. Given

that recurrent seizure-like events are observed in this model, an “episode” is defined as encom-

passing a single interictal to ictal transition (Fig. 3.2A). For subsequent quantitative analysis,

one slice from each of the seven animals that exhibited the aforementioned seizure-like events

was used and analyzed; only the first five episodes were used. This was to ensure consistency

and viability across seizures from different slices. In total 35 complete recordings (interictal to

ictal) were analyzed.

Electrophysiological Recordings - Brain slices were transferred to a superfusion chamber

maintained at 35�C (SD 2) (Medical Systems Corp., Model PDMI-2) and superfused with the

low Mg+2 ACSF at a rate of 4 ml/min. Epileptiform discharges were observed within 10 to 20

min. of perfusion with low Mg+2 ACSF (Fig. 3.2A). Extracellular recordings were made using

an Axoclamp 2B amplifier (Axon Instruments). Signals were first low-pass filtered (at 625
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Hz, hardware 8-pole Bessel filter) and acquired at 2 kHz (Digidata1322A, Axon Instruments)

continuously. DC-shifts were subtracted by a moving average filter corresponding to a high-

pass frequency of 0.2 Hz. For the purpose of analysis, continuous data for each episode from

each slice were segmented into two groups: interictal-to-pre-ictal and ictal. Data were digitally

notch filtered at 60, 180, and 300 Hz (± 3 Hz) to remove line noise. The recording electrodes

were filled with NaCl (150 mM) and placed in the CA1 and/or CA3 cell body layer. For three

of the slices (n = 15 episodes), dual simultaneous CA1/CA3 or CA3/CA3 recordings were

performed. A stimulating electrode was placed in the mossy fiber region. At approximately

one minute after the end of each seizure-like event (between episodes), single evoked field

responses were used to monitor tissue viability, while waiting for spontaneous epileptiform

discharges (EDs) to reappear. The intensity of stimulation was fixed for each experiment but

varied between slices, adjusted to a value that evoked a single field potential in the CA1 layer.

3.2.2 Morlet Wavelet-based Power Spectral Analysis of in vitro Field Recordings

Power-frequency analysis of all recordings was performed continuously over time using a local

multi-scale Fourier Transform [LMS-FT, [266]]. Its use in analyzing medical imaging (multi-

dimensional) MRI signals has been described previously by members of our research group

[130, 390]. Here, this algorithm was used to extract power spectral information from one-

dimensional electrophysiological signals (voltage vs. time). Use of the LMS-FT allowed for

enhanced resolution of power-frequency information over time (in our recordings) and proved

to be useful for quantifying spectral changes during interictal, pre-ictal, and ictal epochs; effec-

tive frequency resolution was set to 4 Hz. This technique circumvents some of the limitations

of the classical Short-Time Fourier Transform (ST-FT) by making use of time windows that

scale inversely with the frequency being analyzed [266, 150]. Therefore, lower frequency

oscillations were resolved using larger time windows, while the power spectrum of higher fre-

quency oscillations was computed using smaller time windows (Fig. 3.2B, right). Specifically,

the ST-FT exhibits no scaling in the frequency axis and hence frequency resolution is traded

off for temporal resolution and vice versa (Fig. 3.2B, left). The LMS-FT allows for time-

frequency analysis of signals in their most pure form without the need of pre-bandpass filtering
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of the data; a practice that can introduce unwanted signal artifacts and consequently inaccurate

power spectral information. The LMS-FT shares some similarities with the continuous Wavelet

transform in its time-frequency resolution properties. However, a key advantage of this method

is its close link to the Fourier domain without the loss of information.

Prior to power-frequency analysis, each of the recordings were decimated from a 2 kHz

sampling rate down to 1 kHz by digitally low-pass filtering the data at 800 Hz followed by re-

sampling. The LMS-FT was computed in a continuous manner for all episodes (interictal+pre-

ictal and ictal recordings). In order to perform quantitative analysis on the power-frequency

information obtained using LMS-FT, the computed power amplitudes were summed in the

frequency direction using the following frequency bands (in Hz): 0-100 (sub-ripple), 100-200

(ripple), 200-300 (fast ripple1), and 300-400 (fast ripple2). This resulted in four “channels”

of continuous power-frequency information, over time, that reflect the amplitude of the power

spectrum in each of the four frequency bands. These equally-spaced bands were selected to

process all conventional (EEG, ⇡ 0-100 Hz) low frequency bands together, and to control

for cumulative power amplitude in each band for group statistical comparison. Using this

analysis, signal components above 400 Hz were approximately twenty times smaller in (power)

amplitude relative to lower frequencies. Therefore, we considered the full effective bandwidth

of our signal (0-400 Hz) for all subsequent time-frequency analyses.

The time at which interictal, pre-ictal, and ictal discharges occur varied from episode to

episode and between different slices. Given that we observed no statistical correlation between

the number of discharges leading to seizure and episode number in any of the slices (Pearson’s

correlation, r = -0.46, p � 0.05), we elected to use the start of the seizure as a defined relative

time point from which to measure all discharges preceding and also during the actual seizure

event. This strategy was also employed to allow for subsequent direct statistical group anal-

ysis of the power-frequency information in relation to pre-ictal changes that may exist before

seizure onset. Therefore, epileptiform discharges were numbered in the negative direction,

starting from -1 as the first epileptiform discharge (Fig. 3.2A). Similarly, ictal discharges were

numbered in the positive direction starting with zero as the marker for the seizure start time

(Fig. 3.2A). All discharges were identified manually by visual inspection of all recordings.
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Figure 3.2: Transition to seizure activity and analysis of epileptiform and ictal discharges using
power-frequency analysis techniques. (A) Extracellular recording from the CA1 layer of a
hippocampal slice showing the transition from interictal to pre-ictal and then to ictal activity
- this is referred to as a single episode. (insets) Epileptiform discharges (EDs) are numbered
backwards starting with -1 as the last pre-ictal discharge. The start of seizure begins with
discharge zero (arrow head). (B) Power-frequency analysis of a single epileptiform discharge
(black overlaid trace) from a different slice. The discharge’s power spectrum, in time and
frequency (in the range of 0-400 Hz), are shown with power amplitude coded in color, with
time and frequency on the x- and y- axes respectively. (left) In order to obtain good time
resolution with using the Short-time Fourier Transform (ST-FT), analysis must be performed
using small time windows. This compromises the frequency resolution for fast events (arrow
head). (inset) This can be can be alleviated by using larger time windows, which sacrifices
the temporal resolution. (right) Use of the multi-scale Fourier Transform (LMS-FT) allows
for optimal time-frequency resolution by using a window size that varies inversely with the
frequency. This provides an improvement in time-frequency resolution of HFOs (arrow head).
Analysis parameters were kept fixed for both techniques. The power spectral amplitude is
normalized to a maximum of 1 and frequency resolution in the y-axis is 128 points (⇡ 4Hz)
for both techniques. Adapted from Ref. [175].
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The next step in analysis was the precise quantification and statistical comparison of pre-

ictal changes in power-frequency information and how these changes evolve from episode to

episode. We therefore computed the relative power spectral contribution of each of the com-

puted frequency channels for each discharge using the start of the seizure as a defined refer-

ence point. This group statistical comparison was performed for all 35 episodes using a Linear

General Model (LGM). A repeated measures ANOVA was used to quantify possible temporal

trends across discharges and episodes in relation to each of the four frequency bands. Inde-

pendent variables used in the ANOVA model were episode number and discharge number.

Although we computed the continuous power-frequency information for all recordings and

the power spectral make up of each discharge, we restricted the use of the repeated measures

ANOVA to the twelve discharges immediately preceding seizure onset that were common to

all 35 episodes. In other words, twelve discharges (i.e. EDs) back from the start of seizure was

the largest number of discharges common to all recordings. We analyzed all ictal discharges

and computed a similar ANOVA matrix for 12 ictal discharges for symmetric investigation of

peri-ictal frequency changes in time. All frequency analyses were performed using Matlab

(Mathworks Inc.) and statistical comparisons using SPSS (SPSS Inc.). A p-value of p  0.05

was considered significant. Mean values are reported as mean ± SEM (standard error of the

mean). Development and data processing were performed on a Linux-based PC. The WestGrid

computing facility (University of Calgary) was used for batch data processing.

3.3 Experimental Methods II. Intracranial EEG Recordings and Power-

Frequency Analysis

3.3.1 Patient Selection and EEG Recordings

Informed consent was obtained from all patients for this study, which was approved by the

University of Calgary Medical Bioethics Committee.

We recruited seven consecutive patients with medically refractory epilepsy who underwent

intracranial video EEG monitoring as part of their pre-surgical workup at the University of

Calgary Comprehensive Epilepsy Center. Each patient had commercially-available subdural
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strip or gride platinum electrodes (4.0 mm diameter, 10 mm spacing) and depth electrodes

(6 contacts, 10 mm spacing) implanted according to clinical need using standard protocols

in our program (Ad-Tech Medical Instrument Corporation, Racine, WI). Sites for electrode

placement were selected based upon clinical history, as well as the following investigations:

previous scalp VEM, MRI and single-photon emission computerized tomography scans, and

neurophyschological assessment.

During admission for intracranial VEM, each patient’s antiepileptic medications were re-

duced to enhance the probability of seizure occurrence. For each patient, EEG was gathered

simultaneously on two EEG machines. The first machine, (the “clinical machine”; Xltek,

Oakville, Ontario, Canada) sampled all implanted electrodes at a sampling rate of 500 Hz. The

second machine (the “research machine”; SynAmp1, Compumedics Corp., El Paso, Texas,

USA) sampled a subset of electrode contacts up to a maximum of thirteen (due to a limited

number of available connection inputs) at a sampling rate of 5 kHz (low-passed at 1 kHz). In

all cases, the subset of channels selected for recording by the research machine was selected for

recording by an epileptologist (Dr. Paolo Federico) based on either the expected seizure onset

zone (presence of a structural lesion, previous scalp VEM data, etc) as well as the interictal or

ictal data recorded by the clinical EEG machine during the first few days of intracranial VEM.

Bipolar recordings were analyzed to avoid reference contamination and to more accurately

localize HFOs since they are believed to be locally generated phenomenon. VEM data were

recorded continuously by both machines and the clinical EEG was read by the attending epilep-

tologist. The clinical VEM data were used as reference by an expert electroencephalographer

(Dr. Paolo Federico) to identify and clip clinical and subclinical EEG events on the research

machine. For each seizure, recordings were clipped for 30 minutes preceding seizure onset and

5 minutes after seizure onset (which is longer than the duration of all recorded seizures).

3.3.2 Fourier-based Power-Frequency Analysis of Human EEG

Continuous EEG records obtained via the research EEG machine at a sampling rate of 5 kHz

were analyzed using custom analysis software designed in Matlab (Mathworks Corp.). Prior

to analysis, pre-processing of the data involved removing linear trends (detrending) and re-



69

moval of DC baseline shift ( 0.5 Hz, Fig.1A). Subsequently, each seizure recording (typ-

ically 35 min.) was analyzed using a short-time Fourier transform (STFT) that provided a

time-dependent measure of the signal’s spectral composition in each channel (Fig. 3.3B). Con-

tinuous EEG data were passed to the STFT in “running” windows of 2 s segments with one-half

overlap (effective Dt = 1 sec). These were analyzed at STFT level with a temporal resolution of

500 ms with one-half overlap windows; the effective frequency resolution was D f = 1 Hz. The

resulting three-dimensional data (consisting of time vs. frequency vs. power) was then summed

in the frequency direction into 5 bands spanning 0-100 (classical EEG), 100-200 (ripple), 200-

300 (fast ripple1), 300-400 (fast ripple2), and 400-500 Hz (fast ripple3). This procedure then

resulted in a time-dependent measure of spectral composition in five EEG bands. Equidistant

bandwidths were selected in order to allow for meaningful statistical comparison across differ-

ent bands. It should be noted that the bulk of spectral power amplitudes exists in the 0-100 Hz

band due to the physical nature of EEG signals whereby there is an inverse correlation between

EEG frequency and spectral power. Note that all individuals involved in data analysis were

blinded to seizure localization and all other clinical data until analysis was completed for all

channels and bands.

Spatial Analysis of HFOs. In order to examine the relation between the presence of HFOs

and regions (i.e. channels) of seizure onset, we compared two epochs of EEG for each channel

(and each band): immediately pre-ictal and the first few seconds of seizure onset. This tech-

nique is similar to that introduced by Jirsch et al. [162]. Specifically, five seconds of power

spectral amplitudes was summed preceding EEG seizure onset and compared to those obtained

during the first five seconds at (electrographic) seizure onset for each band and channel (Fig.

3.3A). A unitless ratio (relative power ratio, R, Eqn. 3.1) was then derived such that the seizure

epoch (for each channel and each band) was normalized to the pre-seizure epoch:

R( f ,c) =
(Â f +D f

f 0= f Â5
t=0 Pc(t, f 0)�Â f +D f

f 0= f Â0
t=�5 Pc(t, f 0))DtD f

Â f +D f
f 0= f Â0

t=�5 Pc(t, f 0)DtD f
(3.1)

where t is time in seconds (t = 0 at electrographic onset), f is the lower bound (in Hz, f

= {0,100,200,300,400 }) of the range of frequencies in one band, c is channel number (c =
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Figure 3.3: HFOs can be recorded using strip electrodes and are recorded with maximal preva-
lence during the immediate pre-ictal to ictal transition. (A) Intracranial EEG recording ob-
tained at 5 kHz in the right amygdala, hippocampus, and occipital lobe in patient 4, who had
mild gliosis and was normal on MRI (see Table 3.2). The channel of electrographic onset is
highlighted in green. (B) Time frequency representation for the primary ictal onset electrode
for the seizure shown in A. The appearance of HFOs, with a dominant frequency component
at ⇡120 Hz is clearly visualized by increased power magnitude (bright red colors in high-
lighted in box). This increase lasts into the seizure but is most intense during the first 5 s as
slower spiking activity later predominates. Note that, while the 0-200 Hz bands are shown in
this figure, the power analysis was performed from 0-500 Hz in 100 Hz frequency bands (see
Methods Section 3.3). (C) Spatial (channel) distribution of peri-ictal low frequency and HFO
changes for each channel and each frequency band as compared for 5 s of power-amplitude
data between ictal and pre-ictal analysis windows (see A).
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Figure 3.4: Methodology and analysis of temporal trends in HFO power amplitude during
the pre-ictal epoch leading up to electrographic seizure onset. (A) A 30 s segment of EEG
sampled at 5 kHz leading to seizure onset recorded using commercially available macro-depth
electrodes placed in the left hippocampal structure in a patient with unilateral temporal epilepsy
(patient 1 with hippocampal sclerosis). Continuous (temporal) power spectral analysis was per-
formed (see Methods Section 3.3) and power amplitudes were summed in 5 s moving analysis
widows for each channel and band. The continuous power amplitude data were compared to
a background analysis window also of 5 s duration (see Methods Section 3.3). This produced
a time-dependent R-value [R( f ,c)(t)]. This process was performed for three independent back-
ground EEG windows and averaged. (B) Mean time-dependent relative power ratio (R-value)
reported in 2 s time-resolution, in each band, for the channel of electrographic onset.
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{1,...,n}), and P is the power (mV 2/Hz). Therefore, the above operation is performed for each

band (frequency range, D f = 100 Hz) and each channel (R( f ,c), see Fig. 3.3C). Use of this

normalized ratio was necessary to allow each patient and each seizure to act as their own control

and to allow for comparison across patients. Note that positive R-values reflect an increase in

power during the ictal epoch compared to the pre-ictal epoch, whereas negative values indicate

a relative increase in HFO during the pre-ictal period compared to the ictal period. We did

not R-values from different bands (e.g. by subtraction of 0-100 Hz R-values from the other

bands). This was based on concerns that R in different bands may not be mutually exclusive

at the (causal) level of neuronal populations that are responsible for the generation of the raw

waveforms with broadband spectral components.

Seizures that were felt to be originating from the same electrode(s) based on conventional

review of the VEM data were grouped together and their R-values were averaged, and reported

with SEM values. ANOVA analysis was used to compare summed power amplitudes across

bands and t-test for comparing the onset electrode with adjacent or distant contacts.

Temporal Preictal Analysis of HFOs. The change in power spectral amplitude for each

band, for each channel, and over time during the immediate pre-ictal epoch was evaluated.

Once again a unitless numerical quantifier was required that was independent of patient param-

eters to allow pooling of data across seizures and patients. The R quantity over time (R( f ,c)(t))

was computed using a 5 s background epoch and a 5 s analysis epoch (i.e. Dt = 5 sec) as shown

in Fig. 3.4A.

R( f ,c,n)(ti) =
(Â f +D f

f 0= f Âti+Dt
t=ti Pc(t, f 0)�Â f +D f

f 0= f ÂBKGNDn+Dt
t=BKGNDn

Pc(t, f ))DtD f

Â f +D f
f 0= f ÂBKGNDn+Dt

t=BKGNDn
Pc(t, f 0)DtD f

(3.2)

R̄( f ,c)(ti) =
Â3

n=1 R( f ,c,n)(ti)
3

(3.3)

Here i is the interval or analysis window number of Dt duration (see Fig. 3.4A) that is

computed continuously for the EEG leading up to electrographic seizure onset. Similar to the

spatial analysis, R( f ,c,n)(t) is computed once again for the each band, f , spanning the five fre-

quency ranges and also for each channel (c) separately. For each seizure, three background

(see BKGND in Eqn. 3.2) EEG segments, also of duration Dt, showing no epileptiform dis-
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charges were selected by an electroencephalographer (Dr. Paolo Federico). These background

segments were typically selected within the epoch 25 - 30 min prior to seizure onset. The

calculation of R( f ,c,n)(ti) was performed three times (n = 3) for each channel, each time yield

five traces (for each band) in order to avoid any bias towards background window selection.

Thus, R̄( f ,c)(ti) is reported as a mean value from the three independent calculations (Equation

3.3 and Fig. 3.4B). Note that equation 3.2 does not take into account the additional windowing

overlap procedure that resulted in an effective temporal resolution of 2.5 sec. Subsequent sta-

tistical analysis and grouping of multiple seizures based on their site of origin were performed

as described in the spatial analysis section above.

3.4 Results

3.4.1 Preictal Increases in HFOs in a Low Mg+2 Model of in vitro Seizures

Interictal Interictal Ictal Ictal
Within Category Test ANOVA Linear Trend Analysis ANOVA Linear Trend Analysis

0-100 Hz
Episodes p = 0.7 p = 0.9 p = 0.5 p = 0.7

Discharges p = 0.2 p = 0.05 p = 0.5 p = 0.6
100-200 Hz

Episodes p = 0.4 p = 0.7 p = 0.3 p = 0.8
Discharges p = 0.006 p = 0.01 p = 0.4 p = 0.4
200-300 Hz

Episodes p = 0.4 p = 0.9 p = 0.4 p = 0.7
Discharges p = 0.004 p = 0.01 p = 0.5 p = 0.2
300-400 Hz

Episodes p = 0.5 p = 0.6 p = 0.3 p = 0.8
Discharges p = 0.2 p = 0.07 p = 0.5 p = 0.3

Table 3.1: Statistical analysis results for epileptiform and ictal discharges in each of the four
spectral bands. Repeated measures ANOVA p-values are shown for comparing the power spec-
tral information with respect to differences of means across Discharges or across Episodes. For
example, for “Discharges” the p-value represents the probability of accepting the null hypoth-
esis - that there are no differences in the means of neighboring discharge’s power spectral
amplitude for a particular band when considering all of the discharges. Additional p-values are
also cited for compliance with the existence of a linear trend. Significance is considered for
p 0.05 (italicized values).
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Figure 3.5: Power-frequency analysis over time for interictal, pre-ictal, and ictal activity
recorded from the CA1 layer of hippocampal slices. (A) (left) Power analysis of interictal ac-
tivity for an epoch far from seizure onset. Horizontal bands (light blue) on the time-frequency
plot correspond to residual power in notch filtered frequencies given the low signal-to-noise.
(right) Discharges are typified by small power amplitude values for each frequency band with-
out any observable trends. (B) (left) Epileptiform (interictal-to-pre-ictal) activity recorded from
a different slice exhibiting 17 discharges before seizure onset. (right insets) Detailed time-fre-
quency morphology of the first two [i] and last two [ii] epileptiform discharges (marked by
hollow arrowheads). (b) Power amplitude composition plot for each epileptiform discharge
showing an increasing trend for ripple and fast ripple1 (FR1) frequency bands leading up to
seizure onset. (C) (left) Ictal discharges immediately following the activity in B; seizure onset
is marked by a solid arrow head corresponding to discharge number zero. (c) Variability is
observed in all four frequency bands for ictal discharges. The FR1 (200-300 Hz) band is on av-
erage greater in magnitude than the ripple band (100-200 Hz) during the early phase of seizure
activity. Power spectral make up of each discharge, in the four frequency bands, was computed
by collapsing the summing the continuous power-frequency values in the frequency direction
(see methods). Discharge time and number are reported for the power amplitude composition
plots (b and c). Absolute power amplitude is color coded. Adapted from Ref. [175].
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Figure 3.6: Simultaneous dual-extracellular recording and cross-correlation analysis for two
neighboring sites in the CA3 cell layer. Cross-correlation was computed in 1s windows with a
lag of -100 to +100 ms. A strong correlation value is observed during an epoch lasting ⇡25 s
corresponding to the pre-ictal period before seizure onset. A strong correlation between the two
signals, albeit smaller in relative magnitude, is observed throughout the seizure event (bright
region about zero lag). The correlation matrix was normalized to a maximum of 1 in relation
to the maximum correlation index for the entire episode. Adapted from Ref. [175].
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Figure 3.7: Temporal evolution of the mean power spectral amplitude, in each frequency band,
for individual discharges during epileptiform (interictal and pre-ictal) and ictal activity. (A)
(left) Mean power amplitude composition plot for all epileptiform discharges. The 0-100 Hz
band increases linearly with discharge number at a rate of change (slope m = 0.16) that is
smaller in magnitude in relation to the ripple and FR1 bands (m = 0.36 and m = 0.21 respec-
tively). The ripple (100-200 Hz) and fast ripple1 (200-300 Hz) increase during preictal activity.
(inset, top left) The fraction of data, for all episodes (n = 35, n = 7 slices), that exhibited dis-
charges preceding seizure onset. Linear trends in power spectral amplitude were observed for
the 0-100 Hz (p = 0.05) and also the ripple and FR1 bands (p = 0.01 for both). (right) Nor-
malized mean cumulative sum of the power amplitudes, in each of the four bands. The low
frequency (0-100 Hz) and fast ripple2 (300-400 Hz) bands accumulate linearly, whereas the
ripple and FR1 bands (100-300 Hz) gain most of their spectral magnitude during the last six
discharges preceding the seizure. (B) (left) Mean power amplitude composition plot for ictal
discharges. Power amplitudes are relatively constant with the greatest values for the FR1 band.
(right) Normalized (mean) cumulative sum for each of the spectral bands. All bands seem to
gain their power amplitudes together and at an equal rate. When these data were analyzed in
relation to changes from one episode to the next no statistically significant (linear) trends were
observed for epileptiform or ictal discharges. All values expressed as mean ± SEM. Adapted
from Ref. [175].
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Five or more episodes were recorded from each of the seven slices that developed SLEs

spontaneously. The mean inter-episode time was 3 min (SD 2). The mean peak amplitude of

the stimulus-evoked responses was fairly constant between episodes and after the fifth SLE,

was 94 ± 5 % of the control value measured at the start of the low Mg+2 perfusion. All pre-

seizure discharges were analyzed. In order to assess whether any trends existed in epochs far

from the time of transition to seizure, episodes that exhibited greater than 12 EDs (n = 30,

85%) were analyzed. No statistically significant differences or trends in the power spectral

amplitude of successive discharges were observed for any of the frequency bands (p = 0.5).

Figure 3.5A shows such a recording for the first 30 seconds of a 200 second interictal epoch in

an episode from one slice. The LMS-FT of discharges far from the pre-ictal epoch consistently

had low amplitude power values as visualized by the color map and discharge plot (Fig. 3.5A).

Figures 3.5B and C show pre-ictal and ictal discharges taken from a single episode from a

different slice. The continuous LMS-FT was computed and values corresponding to the power

spectral make up of all EDs are shown in the power spectral composition plot (Fig. 3.5b and

c). A gradual increase in the power amplitude of the ripple (100-200 Hz) and FR1 (200-300

Hz) spectral bands was observed for successive discharges leading up to the SLE (Fig. 3.5b).

The insets show the detailed time-frequency morphology of the first two [i] and last two [ii]

epileptiform discharges (Fig. 3.5B, right). These panels also show the increase in the ripple

and FR components of these waveforms just prior to SLE initiation. Analysis of the seizure

shows that high frequencies can persist and fluctuate throughout the SLE (Fig. 3.5C). Notably,

the contribution of ripple and FR1 bands to the power spectral amplitude of each ictal discharge

is consistently larger than that of other bands during seizure onset and remains fairly constant

over the observed time course (Fig. 3.5c).

In order to explore temporal interactions between different neighboring recording sites,

for slices where dual extracellular recordings were available, “running” cross-correlograms

were computed between the two channels over time (CA3/CA3 or CA3/CA1). The cross-

correlation was computed in 1s segments of the continuous data and a lag time of -100 to

+100 ms was explored. The computed cross-correlation matrix was normalized to the global

maximum correlation index between the two signals. This analysis revealed that there was a
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strong interaction between CA1/CA3 and local CA3/CA3 recording sites during the pre-ictal

epoch (Fig. 3.6). This interaction occurred during the same time period when increasing ripple

and FR1 power amplitudes were observed (⇡20-30 s.) prior to seizure onset.

We next determined whether the power spectral make up of epileptiform and ictal dis-

charges followed a trend either over the course of a single episode or between episodes. Ta-

ble 3.1 shows a summary of the repeated measures ANOVA analysis for all 35 episodes as

computed for 12 discharges before and after seizure initiation (i.e. peri-ictally). The summed

amplitude spectrum for all four bands was not different for discharges across different episodes

(Table 3.1). This suggests that no significant changes in the frequency content of pre-ictal and

ictal discharges were seen across successive SLEs. However, when the trend across successive

discharges was examined during the pre-ictal epoch leading up to each seizure (by collapsing

the data across episodes), the amplitude of ripple and FR1 bands were found to be significantly

different, on average, from one discharge to the next (ANOVA; p = 0.006 and p = 0.004, re-

spectively); this was not observed for the low frequency band (p = 0.2). Trend analysis showed

a linear increase in the power spectral amplitudes corresponding to the low frequency band

(0-100 Hz, p = 0.05) as well as both ripple and FR1 bands over time (p = 0.01 for both).

This robust increase, with discharge number, is shown in Figure 3.7A for all 35 pre-seizure

recordings. It is intriguing to note that while different episodes exhibited different numbers of

EDs, the absolute power amplitude in each band remained in proportion to the mean power at

that discharge number. For example, although 75% of the pre-seizure recordings exhibited 15

discharges or less (inset, Fig. 3.7A), discharges close to the pre-ictal period had elevated low

frequency power amplitudes (0-100 Hz) in accordance to the trend observed in episodes that

had up to 30 EDs (note that SEM values remain fairly constant over the range of discharges).

Analysis of ictal discharges did not show any significant increasing or decreasing trends

either across discharges in a single seizure or across seizures in successive episodes (Fig. 3.7B

and Table 3.1). However, ripple and FR1 comprised a dominant component of the power

spectral amplitude during the initial phase of the seizure but fluctuated over its course (Fig.

3.7B, left). The accumulation of power amplitudes in these bands can also be visualized in an

alternative manner (Fig. 3.7B, right).
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For pre-ictal activity (Fig. 3.7A, right) the normalized (mean) cumulative sum for each

band showed that ripple and FR1 bands gain more of their amplitude during the last few dis-

charges before SLE onset (corresponding to ⇡20 s pre-ictally). Comparatively, the start of

the SLE (Fig. 3.7B, right) was characterized by a comparable increase across all four spectral

bands with close superposition of the cumulative power amplitude curves for each band. No

statistically significant differences were observed between the power spectral trends computed

for recordings obtained from CA1 vs. CA3 pyramidal cell layers (p � 0.9, t-test).

3.4.2 Temporal and Spatial Attributes of HFOs in the EEG of Patients with Limbic

Epilepsy

Patient Characteristics. Seven patients (mean age 35 ± 7 yrs; 4 females) participated in

the study and a total of nineteen seizures were recorded with continuous fast-sampling EEG

(Table 3.2). Each patient underwent extensive clinical workup in our Comprehensive Epilepsy

Program leading to their intracranial monitoring. All patients ultimately underwent surgical

resection of the putative seizure focus. The patients studied were diverse and included those

with both unilateral and bilateral seizure foci. Specifically, three patients had a clear right-sided

focus (Pt. 4, 5, and 7), one had a clear left-sided focus (Pt. 1), two had ictal onset zones in

either hemisphere (Pt. 2 and 3), and one had left-sided seizure onset with rapid spread of the

right (Pt. 6). All seizures but one (Pt. 6, seizure type 2) originated from the temporal lobe.

Two patients had normal MR scans that showed mild gliosis on pathological examination

of resected tissue (Pts. 2 and 4), two others had the same diagnosis with radiological findings

(Pts. 5 and 6), two had hippocampal sclerosis (Pts. 1 and 7), and one had a dysembryoplastic

neuroepithelial tumor (Pt. 3). Patient 7 exhibited non-specific white matter changes in the

right temporal and both frontal lobes. EEG was recorded using either depth macroelectrodes,

subdural grids/strip electrodes, or a combination of electrodes. Specific use of electrode types

and their locations are summarized in Table 3.2.

Spatial Localization of HFOs. Fast-sampling EEG (at 5 kHz) adequately captured HFOs

that were clearly evident on conventional review of the EEG recording (Fig. 3.3A). HFOs

were identified in all recordings from each patient, regardless of electrode type (Fig. 3.3A
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strip electrode, Fig. 3.4A depth electrode). We used time-frequency analysis to explore two

aspects of HFOs: 1) spatial aspects pertaining to the location of HFOs relative to the ictal onset

zone (based on conventional review of the EEG) and 2) temporal evolution of HFOs during the

transition between interictal/pre-ictal activity to full-blown seizure onset.

Figure 3.3B shows the time frequency representation for the seizure shown in Figure 3.3A.

It can be seen that HFOs with a dominant frequency component of ⇡120 Hz were apparent

starting 1 sec prior to seizure onset as well as during the first several seconds of the seizure,

after which, slower spiking activity predominates (0 - 40 Hz, Fig 3.3B). In the context of spatial

localization, we examined HFO changes in the immediate 5 s pre- and post- electrographic

onset time for each channel (Fig 3.3C). It was observed that the greatest increase in ictal HFOs

corresponded to the channel of primary electrographic seizure onset, based on conventional

review of the EEG.

The spatial distribution of HFO changes for all patients is shown in Figure 3.8A. For all

patients, the greatest ictal increase (positive R-value) in HFOs, specifically in the 100-200 Hz

band, occurred in the channel where ictal onset occurred based on conventional review of the

EEG. In general, HFOs were localized to a single electrode in patients with well defined seizure

foci (Pts. 1,2, and 4) and were more widely distributed in cases where multiple contacts were

placed over an extended seizure focus (see contacts over lesion in Pt. 3). A similar effect

was seen for patient 7, who had a single seizure with onset over two contacts that also showed

increased HFOs over the same electrodes.

Pre-ictal elevations in HFO power are shown negative R-values and were also seen in some

cases, such as patient 6 (left-sided seizure). Another patient with interesting HFO changes was

patient 2 who exhibited independent seizures from the left and right side. This patient’s typical

clinical seizures were felt to be originating from the left side based on review of the VEM

data. The right-sided seizures were of less clinical importance based on prior video monitor-

ing evidence. This individual ultimately received resective surgery to remove the left seizure

focus and is now seizure-free. Intriguingly, during right-sided seizure onsets, the contacts that

exhibited the greatest ictal change in HFOs for the left sided seizures now showed the greatest

pre-ictal (negative R values) increase in HFOs. It should be noted that while increases in all
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frequency bands were observed at the seizure focus, the greatest relative increases were seen

in the HFOs (100-500 Hz).

Varying numbers of seizures were recorded for the different patients (range 1-4 seizures)

which limited statistical analysis on an individual basis (i.e. in-patient analysis). Therefore,

statistics were performed only on the pooled results. We obtained mean power amplitude values

for each frequency band, for three different channels: the channel of electrographic seizure

onset, the immediately adjacent channel, and a distant non-involved channel. We computed t-

tests for all permutations across bands for each channel (i.e. origin 0-100 Hz vs origin 100-200

Hz, etc) and between the bands for different contact locations (origin 100-200 Hz vs. distant

100-200 Hz, etc.). Statistically significant differences were observed only for ripple (100-200

Hz, p  0.05) and a subset of FR bands (300-400 Hz p  0.001; 400-500 Hz p  0.05) when

the onset channel was compared to a distant one (Fig. 3.8B). In other words, the peri-ictal

changes only occurred in the ripple and FR bands predominately at the channel of seizure

onset, suggesting that only HFOs and not conventional low-frequencies localize to the region

of primary ictal genesis.

Temporal HFO Changes. Since it appeared that HFO power amplitude increases were

maximal at the channel of primary ictal onset, we next evaluated the time course of HFO

changes for each band in this channel. Using a sliding computation of the R-value (see methods

Section 3.3), we performed a “running power” calculation of summed power amplitudes for

each band and seizure onset channel for 2 s epochs (Fig. 3.4A and 3.4). Temporal analysis

was performed for 30 min of EEG recording preceding the electrographic seizure onset and no

significant, reliable, or repeatable increases in HFO power amplitude until about 30 s before

seizure onset. This observation is consistent with the fact that brain dynamics are stationary on

the order of seconds [349], and thus, at present, there are no good non-stationary quantifiers

that can be accurate over the course of tens of minutes to hours [242]. All data segments

processed were free of artifact; in the case of Pt. 3 the recording associated with one event had

to be discarded and is not included in the total seizure count or analysis.

In nearly all patients we observed increases in HFO power amplitude including the low fre-

quency band (0-100 Hz) approximately 5 to 10 s preceding seizure onset (Fig. 3.9A). However,
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Figure 3.8: Spatial distribution of HFOs in the pre-ictal and early ictal periods for all patients.
(A) Relative power ratio for each patient for each channel. When more than one seizure focus
was recorded in a patient, the seizures were grouped and analyzed separately. The greatest
increases in R values were typically observed in the channel of ictal onset (shown by arrows).
(B) Pooled data for all patients for all seizures. R values were compared using an ANOVA
analysis for each channel location across bands, and t-test analysis between permutations of
channel locations within each band. Significant differences were seen for HFO power (100-200
and 400-500 Hz, p  0.05; 300-400 Hz, p  0.001) at the seizure focus compared to a distant
channel.
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the sharpest increase typically occurred for HFO bands (Fig. 3.9A). Figure 3.9B summarizes

the pooled temporal analysis data from all patients and seizures. Statistical analysis was per-

formed at each time point (i.e. -30 to 0 sec, with zero being electrographic seizure onset),

within each band, between the three spatial designations (i.e. origin, adjacent, and distant). It

can be seen that all HFO bands (100-500 Hz) in the origin and adjacent channels showed pre-

ictal increases in power, whereas the power in the 0-100 Hz band increased later (Fig. 3.9B, left

and centre column). The time points that achieved statistical significance was for the 100-200

Hz band, only for approximately 8 s prior to seizure onset, and when compared to a distant

contact (Fig 3.9B, p  0.05). This marked difference can be appreciated by looking at the raw

magnitudes of the R-values for the distant channel, which are close to an order of magnitude

smaller than those computed for the onset and adjacent channels.

3.5 Discussion

3.5.1 Pre-ictal HFO Changes: Findings from an in vitro Seizure Model and its Relation

to Human Epilepsy

We investigated the temporal dynamics of HFOs in vitro and observed distinct changes in rip-

ple and FR activity during the transition (pre-ictal) to seizure onset. We have shown that the

spectral composition of epileptiform discharges changes, increasing in a time-dependant man-

ner, leading up to seizure onset. This increasing linear trend in power spectral amplitude was

statistically significant for low frequencies (0-100 Hz, p = 0.05) as well as for ripple (100-200

Hz) and FR1 (200-300 Hz) frequency bands (p = 0.01, n = 35). The pre-ictal period was con-

sistently observed to exhibit strong differences in relation to discharge number, gaining power

spectral amplitude towards the time of seizure onset in ripple and FR1 frequency bands (p =

0.006 and p = 0.004 respectively). No such increase (or decrease) was observed during ictal

activity or when pre-seizure and seizure discharges were compared across successive seizure

episodes (p � 0.3). Furthermore, no trends were observed for any of the frequency bands

during the early phase of interictal activity (p � 0.5, n = 30).

The specific association of FRs with abnormal (epileptiform) activity has been explored in
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Figure 3.9: Temporal trends in HFO power in the pre-ictal period for all patients. (A) The
relative power ratio changes over time [ R̄( f ,c)(ti)] for the ictal onset channels for 30 s leading up
to seizure onset (mean ± SEM). In each case, the power amplitudes for all bands increased just
prior to seizure onset (vertical dashed line). However, the HFO bands (� 100 Hz) repeatedly
exhibited a sharp and consistent increase during that epoch, that often preceded the any low
frequency changes (see Pts. 2; 3, grid electrodes G11-G12; 5, for example). (B) Pooled data
for relative power ratio changes over time (mean ± SEM) for all patients, for each band, for
the three different channels: ictal onset channel, immediately adjacent channel, and a distant
uninvolved channel. Significant changes were seen for the 100-200 Hz band for 8 s prior to
seizure onset, when compared to a distant contact (see arrow, left panel, asterisk denote p 
0.05).
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both rodents and humans. Evidence from previous studies suggests that FRs are restricted to

areas adjacent to lesioned kainic acid injection sites in vivo [25], and occur more frequently ip-

silateral to seizure-onset regions in epileptic patients [24, 31, 315]. Specifically, FRs have been

found in association with epileptic brain tissue in humans with mesial temporal lobe epilepsy

[24], with and without hippocampal atrophy [314], and also in the entorhinal cortex [31]. These

findings may reflect the presence of pathologically interconnected clusters of neurons that are

active well before the manifestation of spontaneous behavioural seizures [30].

The findings presented here are most consistent with the notion that HFOs occur during in-

terictal activity. Furthermore, it was demonstrated that although low frequency activity (0-100

Hz) increases linearly towards the time of seizure onset, it is the transient and sharp increase

in ripple and fast ripples (of 100-300 Hz) that is a characteristic feature of the transition to

the ictal state in this model of recurrent seizures (Fig. 3.5b and c). Examination of temporal

correlations between different spatial sites (e.g. CA3/CA3 or CA3/CA1) recorded within the

slice during epileptic activity revealed strong interactions that take place preictally (⇡20 s be-

fore seizure onset), which match the time epoch during which increases in HFO activity were

observed (Fig. 3.6). This interaction may be interpreted as synchronization processes common

to both phenomena. However, it should be noted that cross-correlation analyses identify a rela-

tion between signals but do not necessarily provide information about the local timing of that

interaction. In other words, these findings suggest that signals are strongly correlated on the

order of a lag equal to t = 10-25 ms (Fig. 3.6). However, we cannot directly relate this to the

time-scale in which the cellular elements participating in ripple/fast ripple activity are acting to

result in putative neuronal synchronization during the pre-ictal period. Indeed, HFO activity is

believed to be a local phenomenon [30], and as such, to properly address the local time-scale of

synchronization between individual neurons high impedance multi-site recordings are required

(e.g. using silicon-based multi-electrode arrays).

Patient-based studies have described HFOs during interictal activity in the range of 80-500

Hz with the majority of discharges exhibiting oscillations at 100 Hz (ripple) and 250 Hz (FR),

and with 90% of FR activity occurring within 186-392 Hz [30, 315]. We have observed HFOs

over a similar frequency range except that the power amplitude of frequencies above 400 Hz
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were approximately twenty times smaller and did not exhibit detectable temporal trends upon

statistical analyses. However, we acknowledge the challenge of relating in vitro experimental

findings to findings in epileptic patients. Clinically, resection of parahippocampal structures

(e.g. entorhinal cortex, subiculum), which are also believed to be involved in FR generation, is

correlated with improved seizure control [1, 302]. This implies that neuronal networks involved

in HFO generation are both localized to and extend beyond the hippocampus proper.

Two previous in vitro studies have observed pre-ictal changes in HFOs. One study used

extracellular recordings in areas CA1, CA3, and the dentate gyrus in rat hippocampal slices

exposed to either high potassium or 4-aminopyridine [106]. The classical Fourier transform

technique was used to analyze EDs for four minutes leading up to a seizure and a gradual rise in

low frequency (2-40 Hz) and FR (200-400 Hz) activity was seen in some slices, but variability

of this effect was reported as large. Another study used a zero-magnesium model of recurrent

seizures and performed extracellular and intracellular voltage and current clamp recordings of

CA3 pyramidal cells [187]. Two large spectral bands spanning 50-400 Hz and 400-800 Hz

were analyzed using a wavelet technique and quantified using a power-like quantity - “HFO

energy”. A progressive increase in HFO energy was observed in 400-800 Hz restricted to the

immediate transition epoch to seizure onset, although not reported as statistically significant.

However, they noted an increasing component with dominant frequencies at 100 and 300 Hz

for several discharges preceding seizure onset. Therefore, although reported as not statistically

significant, the increasing trends observed in these studies are consistent with the increases

we have described. Notably, the aforementioned studies revealed trends in different HFO fre-

quency components prior to seizure onset. We likely obtained statistical significance due to the

fact that we used narrower frequency bands for analysis, thereby increasing statistical power.

Another factor might be that the previous studies used different chemical manipulations to pro-

voke seizures (i.e. zero Mg+2, high K+, and 4-aminopyridine versus low Mg+2), in addition to

differences in the age of animals (such as younger animals between P9-13).

The mechanisms underlying ripples and FRs are incompletely understood. Under non-

epileptic conditions, recordings in the CA1 layer of the hippocampus in behaving and anes-

thetized rats have implicated dynamic network interactions involving interneurons and pyra-
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midal cells as possible causes for ripples [383]. Blockage of excitatory (glutamatergic) and

inhibitory (GABAA) synaptic transmission can also modulate HFOs in both normal and epilep-

tic conditions [215, 106]. It has been shown that, in the neocortices of cats, rapid spiking

from sub-populations of neuronal networks can cause ripples, which can be associated with

seizure initiation [132, 133]. Another study showed that high frequency (200-800 Hz) activity

was present in extracellular recordings and that this activity correlated with fast components

present in voltage-clamp currents in CA3 neurons, during the transition from interictal to ic-

tal activity, in hippocampal slices exposed to zero magnesium [187]. This suggests that high

frequency inputs onto pyramidal neurons contribute to HFO activity in the zero magnesium

model of epilepsy. They reported that actual pyramidal cell firing rates never reached such

high frequencies as that detected extracellularly or in intracellular voltage clamp recordings.

This raises the possibility that anti- and othrodromic axonal firing may also be involved [138].

Synchronization via gap junctions is also implicated in the generation of HFOs in normal

and epileptic conditions. Studies using hippocampal slices suggest that inter-neuronal electrical

coupling, in the form of axonal connectivity, is required for HFOs [338, 337]. A reduction in

spontaneous sharp waves and ripple oscillations in connexin-36 mice has also been reported

[214], implicating gap junctions in ripple generation [102]. In addition, halothane and other

gap junctional blockers such as carbenoxolone are known to have inhibitory effects on both

ripples and FRs [383, 76, 251]. Taken together, these data suggest that both synaptic and

non-synaptic mechanisms participate in dynamic alterations in synchronous inputs onto and in

between pyramidal neurons in the hippocampus during the transition to ictal activity.

The fact that pyramidal cell firing rates do not reach FR frequencies suggests that tempo-

ral and spatially dynamic interactions in epileptic neuronal networks, or interneuronal firing

activity per se, are important mechanisms underlying fast oscillations. When recorded ex-

tracellularly, these modalities of communication combine to form complex, but analyzable,

waveforms. Based on the link between FR oscillations and an underlying epileptic condition,

characterization of HFOs may contribute to the understanding of dynamics present in epileptic

neuronal networks [207]. Robust detection and visualization of high frequency oscillations

may also provide insights towards localization of epileptic foci and aid in the detection of
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characteristic electrophysiological changes that precede seizures.

3.5.2 HFOs as Localizing Markers of the Ictal Onset Zone in Patients with Temporal

Lobe Epilepsy

In this patient-based study, we tested the feasibility of recording HFOs (ranging from 100-500

Hz) using commercially available depth and subdural grid electrodes coupled with fast EEG

sampling at 5 kHz. We further investigated the spatial and temporal nature of HFOs with

special consideration given to the time of seizure onset and to the transition from pre-ictal-

to-ictal activity. The main findings of this study are three fold. Firstly, this study is the first

to demonstrate that HFOs can reliably be recorded using commercially available intracranial

depth electrodes (Fig. 3.3). Second, we demonstrated that seizure onset is characterized by

focal increases in HFOs that are localized to the ictal onset zone (Fig. 3.8B). Indeed, the more

focal electrographic seizures were associated with more localized HFO changes (Fig. 3.8A).

Third, we observed that HFO power amplitudes increase in the pre-ictal period (i.e. ⇡ 10

seconds prior to seizure onset (Fig. 3.9B).

HFO Recordings with Commercial Electrodes. The finding that HFOs can be recorded

using commercially available depth electrodes is in agreement with a recent study by Jirsch

et al. [162] who reported similar observations with their in-house macro-depth electrodes.

We also show that HFOs � 200 Hz can be recorded using commercially-available subdural

grid electrodes. This work also confirms previous observations that HFOs from 100-200 Hz

can be recorded using commercially available grid electrodes [4, 5, 253]. Collectively, these

data suggest that HFO generators may span larger than previously believed spatial domains.

Nonetheless, it is also acknowledged that micro-electrode recordings have specific advantages

such as a greater sensitivity towards HFOs due to their finer spatial sampling [27, 31, 58].

Spatial Localization of HFOs. HFO were observed with greatest prominence in the chan-

nel of primary ictal onset (Figs. 3.8A and B). Moreover, the number of involved electrode

contacts was proportional to the size of the ictal generator; in other words, the larger the ictal

generation, the greater the number of contacts showing � 100 Hz activity. For example, pa-

tients with focal unilateral seizures (e.g. Pt. 1 and 4) showed a more localized area of HFO



89

changes compared to those patients with more diffuse brain abnormalities (e.g. Pt. 3 and 7).

This observation was confirmed even in the same patient when seizure activity was observed

in both hemispheres with a short delay due to rapid spread (Pt. 6). Such a correlation was

observed by Jirsch et al. [162] who did not observe significant HFO content in the EEG of

patients with poor seizure localization. These findings suggest that HFOs are generated by lo-

cal, pathologically altered clusters of neurons that operate within larger neuronal networks, and

HFOs may play a role or be direct markers of seizure genesis [30]. Furthermore, the localized

nature of HFO changes suggests that their presence can be a useful tool in the demarcation of

onset zones for tailored surgical resections. Indeed, in this small series of patients, all except

patient 6 became seizure-free after resective surgery (⇡ 6 month follow-up). This patient was

unique in that HFOs were of greatest magnitude in the side opposite to surgical resection (Fig-

ure 3.8A). This may therefore suggest that HFO analysis may also be useful in identifying the

side of greater seizure-susceptibility in patients with bilateral forms of epilepsy. However, fur-

ther prospective studies based on long-term surgical outcomes with more patients are needed

to properly assess the utility of HFOs in this capacity.

Temporal HFO changes and the Pre-ictal State. We have shown that HFOs undergo

measurable and robust increases in the immediate pre-ictal epoch that are specific to the ictal

onset zone (Fig. 3.9B). Thus, HFOs can undergo temporal changes in power that signify a pre-

ictal alteration in the brain state that may signify the transition between states, such as from

interictal to ictal rhythms.

The cellular and network parameters that govern HFO dynamics in the pre-ictal period re-

main unclear. Nonetheless, it is possible to speculate on some potential mechanisms. Studies

of in vitro seizure models suggest that seizure precursors may begin locally as a series of rhyth-

mic discharges. As the discharges become more frequent, adjacent or distant projection sites

become recruited, increasing the amount of energy and heralding oncoming seizures [106].

Moreover, there exists a precedence for locally enhanced synchrony in the generation of ictal

activity that is clearly different when considering distant contacts; even in the case of gener-

alized epilepsies [126]. At the neuronal level there is evidence that HFOs can be caused by

alterations in excitatory, inhibitory, and gap-junctional communication (reviewed by Rampp
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and Stefan [276]). An important point however is that individual cell firing rates cannot ap-

proach the full range of FR activity (⇡ � 300 Hz) in either in vitro seizure models [187] or

unit recordings in patients [157]. Thus, it has been postulated that field oscillatory rhythms,

specifically ripples, arise from population activity from neurons that have variable firing rates

and phases [36, 128]. It has also been suggested that formation of ripple, and presumably FR,

population activity depends strongly on single cell membrane dynamics that are modulated

by inhibitory and excitatory inputs. However, the synchrony of inhibitory cells seems to be a

required parameter for the generation of faster field oscillations. Thus, one possible interpreta-

tion of HFOs appearing and increasing during the peri-ictal period involves dynamic and rapid

changes in local network synchrony as modulated by inhibitory networks, which themselves

are believed to be altered in the epileptic brain [67].

The pre-ictal state likely represents a fundamental process in epileptogensis [199]. Under-

standing how, where, and why this process occurs is of interest for several reasons. At present,

HFOs appear to be excellent markers for localizing the ictal onset zone and thereby possess the

potential of enhancing the delivery of current treatments such as surgical resection. Another

reason to study HFOs is that they can be used, perhaps with other EEG quantifiers, to anticipate

seizure onset in the range of tens of seconds. This, in turn, may help guide the location and

timing of future therapeutic interventions such as on-demand deep brain stimulation or direct

drug delivery devices. Finally, a better understanding of mechanisms underlying the interictal-

ictal transition may unmask fundamental mechanisms that may help develop completely novel

therapeutic strategies.

Conclusions. We have shown that HFOs can be recorded using commercially available

depth and grid electrodes in patients with temporal lobe epilepsy. In addition, the spatial lo-

calization of HFOs in particular electrodes correlates with the ictal onset zone and potentially

subsequent success of surgical resection. HFOs also undergo robust increases in power in the

immediate pre-ictal period in the ictal onset zone. Overall, these findings suggest that HFOs

may be markers of neuronal network activity that represent a fundamental precursor to seizure

initiation.
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Table 3.2: Demographic, imaging, electrophysiological, pathological, and clinical informa-
tion on the seven patients studied. Square brackets denote the number of seizures recorded.
Abbreviations: ant anterior, ATL anterior temporal lobectomy, DNET dysembryoplastic neu-
roepithelial tumor, F female, inf inferior, LAH left anterior hippocampus, LAM left amygdala,
LPH left posterior hippocampus, LIO left inferior occipital, LMTG left middle temporal gyrus,
LPF left posterior frontal, LPT left posterior temporal, post posterior, M male, RAH right an-
terior hippocampus, RAM right amygdala, RMO right mesial occipital, RMTG right middle
temporal gyrus, RAM right amygdala, RMF right middle frontal, RPF right posterior frontal,
RPH right posterior hippocampus, RPT right posterior temporal, RSO right superior occipi-
tal, RSTG right superior temporal gyrus, RTFP right temporal frontal parietal, SAH selective
amygdalohippocampectomy, and SF seizure-free. Electrode nomenclature - DE depth elec-
trode, SE strip electrode, GE grid electrode.

Patient Age Imaging Electrodes Interictal Ictal Pathology Outcome
1 30/M LA TL DE LAH LAH, [4] LAH, Hipp. L SAH,

resection & LPH,LPT LPH LPH Sclerosis SF
HS LIO

2 28/M Normal DE LAM, Freqeunt [2] LAH Mild L SAH,
LAH,LPH, LAP, LPH [2] RPH gliosis SF
RAH,RPH, Less freq.

RAM RAH, RPH
3 44/F RMTG 8x8 GE LAM, freq. [3] RAH, DNET Lesion

DNET LAH,LPH, LAH, LPH RITG SAH
RAM,RAH Moderate [2] LA SF

RPH RPT, RH
4 42/M Normal 1x4 SE, RAM, [3] RAM, Mild R SAH

RAM,RAH, RH RH gliosis SF
RMTG,RMO,

RSO
5 36/F RH DE LAM, Very [1] RAM, Mild R SAH

atrophy LAH,LPH, freq. RH gliosis SF
loss of RAM,RAH, RAM, RPH,

structure RPH Moderate
LAM, LPH

6 41/F Prior SAH 1x8 grid freq. [1] LAT Mild L ATL
atrophy LPF,RPF, LAT [1] RAT, gliosis ongoing

RSTG seizures
1x4 SE Less Freq. LFT

LAM,LAH, LIT
LMTG,RAH,

RAM
7 28/F R temporal 1x8 SE RAM, [1] RAM, HS R ATL

horn larger LPF,RPF RH RH SF
than left RMF 1x4 SE

LAM,LAH,
RAM,RAH

RMTG



Chapter 4

Prion Protein and its Effects on Neuronal Excitability as

Mediated by the NMDA Receptor

4.1 Introduction: The Curious Link between NMDA Receptors and En-

dogenous Cellular Prion Protein

4.1.1 Preamble

This chapter describes results from a relatively recent set of experiments, carried out over the

past 10 months, that have unraveled an interaction between the endogenous Prion protein (PrP)

and the NMDA receptor. The experimental findings described (Section 4.3) evolved from

a set of preliminary experiments, carried out in hippocampal slices that examined possible

differences in endogenous excitability in the hippocampus of WT vs. PrP-null mice. We

chose to engage in such a study based on data from a single in vivo report [358] that showed

differences in seizure threshold between WT and PrP-null neurons. Their findings suggested

that PrP ablation results in lower seizure threshold and greater mortality. The purpose of this

study was to investigate putative differences in excitability at the synaptic level in order to

identify target receptors that may be interacting with PrP. This study began with hippocampal

slice recordings where we observed greater basal excitability in PrP-null mice. Experiments

expanded to include recordings in neuronal cultures, where we observed increased NMDA

receptor activity in the form of altered miniature excitatory postsynaptic currents. A slight

decrease in GABAergic activity was also observed. Augmented NMDA receptor activity was

observed also for evoked postsynaptic responses resulting in larger than WT inward currents

with very prolonged deactivation kinetics; a similar increase in decay time was observed for

miniature NMDA currents. As hypothesized, this increased NMDA activity resulted in a lower

threshold for seizure-like activity (i.e. hyperexcitability) and was also manifested as increased

susceptibility towards NMDA-mediated excitotoxicity. Taken together, these findings are in

92
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support of a protective role for the endogenous PrP protein. Moreover, experimental findings

seem to have identified a novel mode of excitotoxic-mediated neuronal death as related to prion

proteins.

Given the previously unreported nature of these results and lack an established background

literature linking NMDA receptor function with prion proteins, I will initially discuss these

proteins separately with NMDA receptors in Section 4.1.2, followed by Prion proteins in Sec-

tion 4.1.3. Based on the notion that these findings link synaptic activity with endogenous PrP

function, I will then discuss the synaptically-relevant prion protein literature in Section 4.1.4

as the final component of the introduction to this chapter.

4.1.2 NMDA Receptors: Form and Function

4.1.2.1 Glutamate Receptors

In the mammalian brain glutamate is the primary molecule for fast excitatory neurotransmis-

sion. Glutamate and its receptors (collectively called the GluRs) are widely distributed in the

brain and are critical to advanced brain functions such as learning and memory (in particular

the NMDA receptor as will be discussed later). During synaptic transmission and/or associ-

ated processes, glutamate is released from the presynaptic terminal and can evoke a mixture of

postsynaptic responses that are defined by two classes of glutamate receptors. The first group-

ing are the ionotropic glutamate receptors (iGluRs), which are ligand-gated channels with ion

conducting pores that ultimately serve to depolarize the postsynaptic membrane. The sec-

ond category of glutamate receptors are the metabotropic glutamate receptors or mGluRs. In

contrast to the ionotropic glutamate receptors that support an ion conducting pore, the main

purpose of mGluRs is to activate G proteins upon glutamate binding, which then go on to acti-

vate cascades of modulatory processes targeting other proteins such as K+ and Ca+2 channels.

Based on the experimental findings linking the PrPC protein with the NMDA receptor, I will

focus exclusively on the ionotropic glutamate receptors and NMDA receptor subtypes for the

remainder of the introduction section.

The postsynaptic response mediated by iGluRs can, in principle, be broken down to two

components: the first kind of response is rapid (early component) and results in swift depolar-
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ization and is also relatively fast to decay. The second type of response is slightly slower to

activate (late component) and lasts longer. These two responses are intermixed and are the prin-

cipal currents underlying excitatory postsynaptic potentials (EPSPs, or EPSCs [Currents when

recorded in voltage-clamp]) and can be isolated using selective antagonists. The fast compo-

nent is composed of AMPA and kainate receptors and are blocked by the antagonist CNQX

(6-cyano-7-nitroquinoxaline-2,3-dione). AMPA receptors obtain their name from their potent

agonist a-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid (also known as quisqualate)

and are built from four closely related subunits: GluR1, GluR2, GluR3, and GluR4, which

exhibit approximately 70% homology (Fig. 4.1). A functional AMPA receptor is comprised of

four subunits in a multimeric complex typically in a “dimer of dimers”. Activation of AMPA

receptors results in the influx of Na+ and K+ ions; it has been shown that these receptors are

also permeable to Mg+2 and Ca+2 depending on their GluR subunit compositions. The second

class of ionotropic glutamate receptors are the Kainate receptors, which obtain their name for

a potent agonist effect for kainate. These receptors are categorized based on their affinity for

the agonist, where GluR5, GluR6, and GluR7 exhibit lower affinity when compared with the

KA1 and KA2 subtypes (Fig. 4.1). They form functional receptors in much the same way as

AMPA receptors and NMDA receptors (as will be highlighted later).

Returning to the components of an EPSP, the late component is primarily due to the involve-

ment of NMDA receptors, for it can be blocked by the agonist APV (2-amino-5-phosphonovaleric

acid). NMDA receptors activate in response to glutamate and N-methyl-D-aspartate (an ana-

log of glutamate). These receptors exhibit little homology (29%) with the rest of the glutamate

receptors (Fig. 4.1). In order for a functional receptor to be assembled, two NR1 subunits are

obligatory, which then co-assemble with two NR2 subunits in a heteromeric mix (see follow-

ing sections for more details). The NR1 subunits contain the glycine binding site; glycine is

a required co-factor for NMDA receptor activation. The same region that binds glycine in the

NR1 receptors is homologous with the agonist binding site in the NR2 subunits.

4.1.2.2 Molecular Structure of NMDA Receptors

Molecular cloning has identified six types of NMDA receptors. Four of these (in a complex

with the obligatory NR1 subunit): NR2A, NR2B, NR2C, and NR2D activate only in response
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Figure 4.1: A schematic (modified dendrogram) of the members of the ionotropic glutamate
receptors. In total, 16 (14 shown) cDNAs have been identified. Note the similarity in homology
between the three types of glutamate receptors: AMPA, Kainate, and NMDA. Note that in the
case of NMDA, the NR1 subunit is obligatory for the formation of a functional receptor, which
comprises a heteromeric assembly of two NR1 subunits and two NR2 subunits. Also note that
recently, NR3A and B subunits have also been identified but their activation (in a complex with
two NR1 subunits) can occur with glycine (traditionally an inhibitory neurotransmitter) alone
in the absence of glutamate or NMDA.
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to glutamate or NMDA (Fig. 4.1); it is believed that NR1, NR2A, and NR2B are the pre-

dominant subtypes in the CNS. In the case of these isoforms, a functional receptor consists

of a heteromeric complex with two of the subtypes being the obligatory NR1 subunit (e.g.

2xNR1/2xNR2A). Recently, two other isoforms of the NMDA family have been identified:

NR3A and NR3B. These two subtypes show closer homology to each other than to the NR2s

and more so with the NR1 subunit. These subtypes can also co-assemble with other subtypes

(e.g. NR1/NR2A/NR3A) but these channels show a five-fold reduction in calcium perme-

ability as compared to more common assemblies such as NR1/NR2A. Moreover, NR3s can

co-assemble exclusively with NR1s forming functional receptors that result in excitatory ac-

tivity in response to glycine binding (traditionally an inhibitory neurotransmitter in the brain).

These receptors do not activate in response to glutamate, are not affected by NMDA blockers

such as APV, and do not exhibit Mg+2 block. Therefore, in the strict sense, as a glutamatergic

ligand-gated channel, NR1/NR3 receptors do not seem to be prominent mediators of NMDA

receptor currents in synapses.

All iGluR subunits share a common membrane topology at the structural level (see Section

4.2) with variations in sizes of N- or C-termini (e.g. NMDA has a large N-terminus) and also

locations of alternate splicing sites. Moreover, as in the case of AMPA receptors, a process

known as editing can occur, where a post-transcriptional change in the pre-mRNA can take

place to allow for further functional diversity. As for the molecular structure, each subunit

consists of three transmembrane domains termed TM1, TM3, and TM4. The region between

TM1 and TM3 is referred to as M2 and is a re-entrant hairpin loop that does not cross the

plasma membrane. When four subunits are co-assembled as a heteromer the M2 regions of each

subunit face inwards to form the ion permeable pore of the receptor. The ligand binding region

is located extracellularly on the loop between TM3 and TM4 but in reality the site is manifested

in the three dimensional conformation by interactions between parts of the extracellular N-

terminus and this loop region. The ligand binding site exclusively binds to glycine for the NR1

subunits and is modified in the NR2s for the binding of glutamate or NMDA (homologous

sites). All iGluRs can undergo alternate splicing, which usually takes place in regions of the

N- and C-termini but can also occur in a set of residues the vicinity of the ligand binding site.
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For example, the NR1 obligatory subunit has eight known functional variants although their

functional contribution to the co-assembled receptor remains unclear.

TM1

H2N

COOH

Ligand
Binding Site

M2

TM3

TM4
TM1

H2N
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Figure 4.2: Membrane topology of a typical ionotropic glutamate subunit. Each subunit has
three transmembrane segments (TM1,TM3, and TM4); the region between TM1 and TM3 is
known as M2 and is a re-entrant hair pin structure that forms the ion-permeable pore of the
receptor when the multimeric subunits are co-assembled in a complex.

4.1.2.3 Structural Basis of NMDA Function and Physiological Roles

NMDA receptors have a high unitary conductance in comparison to AMPA receptors; 40-50 pS

as compared with ⇡ 8 pS. NMDA receptors also have the property of being highly permeable

to the divalent cation Ca+2 in addition to the monovalent cations such as Na+ and K+. Another

unique property of the NMDA receptor is that it exhibits a voltage-dependent block by Mg+2.

Therefore, in the absence of a depolarization and in the presence of extracellular Mg+2 the

receptor is blocked. Upon membrane depolarization, the Mg+2 ion which occupies a region

in the pore becomes released by electrostatic repulsion and the channel becomes available for

ion permeation. This attribute of the NMDA receptor is believed by some to be indicative of

its role as a “molecular co-incidence detector” (i.e. such as an AND logic gate) since receptor

activation is timed to when both pre- and postsynaptic cells are excited at the same time.

NMDA Subunit Composition. The functional properties of an NMDA receptor are closely
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linked to the subtypes present in the heteromeric complex. In particular, the subtype of NR2

has the greatest influence on the attributes of the synaptic current. Findings from expression

systems have investigated diheteromeric combinations of NR1/NR2 and have shown that de-

activation rates are fastest for the NR2A, followed by NR2C, which is close to NR2B, and

very slow for NR2D [353]. In fact, NR1/NR2D exhibits a very high affinity for glutamate

and is typified by very prolonged rates of deactivation as manifested in time-constants as slow

as 5 sec. Faster time-constants have been reported for receptors composed of NR1/NR2C

and NR1/NR2B (similar in rates), with the fastest rates recorded for NR1/NR2A receptors

[240, 75]. In addition to deactivation rates, the single channel conductance and Mg+2 block

can be modulated by the combination of subunits that make up a functional receptor. The

large unitary conductance referred to earlier is a property of receptors containing NR2A and

NR2B, whereas smaller conductances (⇡ 30 pS) are associated with those containing NR2C

and NR2D. We will also make brief mention of pharmacological differences that are subtype

specific. As alluded to earlier, APV and its analog AP5 (2-amino-5-phosphonopentanoate) are

potent competitive antagonists of the NMDA receptor resulting in efficient block. A compound

known as MK-801 (Dizocilpine) is a non-competitive blocker. These blockers act on the re-

ceptor without significant differences based on subunit composition, although in the case of

MK-801 greater block is observed for NR1/NR2A and NR1/NR2B diheteromeric receptors.

Several other blockers also exist that have some capacity to block receptors based on their sub-

unit composition, however, with the exception of Ifenprodil, many of the other blockers are not

well characterized. Ifenprodil is highly effective in blocking glutamate or NMDA binding with

the NR2B receptor, although a small amount of block is also observed for receptors containing

other subtypes (reviewed in [74]); Ifenprodil is by far the best characterized NMDA subtype

blocker.

Receptor Assembly. Proper NMDA receptor function relies on appropriate receptor assem-

bly, trafficking, and surface expression. There is some evidence to suggest that NR1 and NR2

receptors play different roles with regards to receptor trafficking. The NR1/NR2x (x denoting

a wildcard of NR2 subtypes) can co-assemble before leaving the endoplasmic reticulum (ER),

and NR1 in particular is believed to play an important role in ensuring further processing past
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the ER. Different splice variants of the NR1 have also been reported to selectively target the

assembled receptor to different cellular compartments (e.g. soma) consistent with the obliga-

tory requirement of the NR1 subunit for receptor function since NR2A or B subunits cannot

target to the membrane without NR1. However, the converse is true for NR1 alone. The role of

the NR2 subunits in trafficking takes place during the final stages of targeting to the membrane

(i.e. post-ER) and is believe to involve interactions with several postsynaptic proteins (such as

postsynaptic density 95, PSD95).

The NMDA receptor composition, with respect to subtypes of NR2, is expectedly different

for cells involved in different pathways and anatomical networks. In addition, as suggested

by diversity in the trafficking mechanisms, differential expression also takes place at the level

of individual neurons. These alterations occur over a background of developmental changes

that result in different NR2 subunits being expressed. The following developmental expres-

sion patterns come from experiments performed in rodents using techniques such as in situ

hybridization, pharmacology, and kinetic studies of evoked glutamate/NMDA currents. At

present thorough NMDA subtype distribution studies using antibodies for assessing protein

expression during development are very few in number.

Subtype-specific Developmental Patterns of Expression. During embryonic development

NR2B is found in many brain regions as is NR2D, which is believed to be more localized to re-

gions such as the brain stem and diencephalon. It should be noted that NR2D can co-assemble

in either a dimer-dimer NR1/NR2D configuration or in a heteromeric complex with NR1 and

NR2A or NR2B. Immunoprecipitation studies suggest that most of the NR2D subunits are

in complexes with NR1 [105]. NR2D mRNA has also been detected in a subpopulation of

CA1 and CA3 hippocampal neurons, although identification of their specific cell type remains

undiscerned. NR2D expression is believed to begin diminishing from its peak expression at

approximately seven days of life. After birth, at approximately three days of life, NR2A is

found in most regions, replacing NR2B in abundance; NR2C also begins to appear in selected

brain regions. As would be expected, the switch from NR2B to NR2A manifests as kinetic

changes in synaptic EPSCs that have faster kinetics and receptor currents that exhibit lower

sensitivity towards Ifenprodil block. However, caution is warranted against generalizations for
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subunit expression patterns with development. A layer of complexity is added by the distinc-

tion between synaptic and extra-synaptic NMDA receptors. For example, even though a NR2B

to NR2A switch can take place at central synapses, extra-synaptic contacts may be spared from

this switch; these differences are undoubtedly cell-type specific in nature. In the hippocam-

pus, CA1 pyramidal cells express mRNA for three kinds of subunits NR2A, NR2B, and NR2D

([295] adult humans, and [178, 154] in juvenile rats). The subunit composition of synaptic and

extra-synaptic NMDA receptors in adult hippocampal neurons is different: synaptic receptors

are composed predominantly of NR2A and also NR2B receptors, whereas extra-synaptic re-

ceptors are believed to contain mostly NR2B (Tovar and Westbrook, 1999). NR2D receptors

are believed to be exclusively extra-synaptic [237, 74, 74]. The claim that NR1/NR2D (or a

multimeric form containing NR2D) receptors are extra-synaptic is supported by the absence

of slow kinetic time constants in recorded synaptic responses such as mini-EPSCs in any cell

that has previously been shown to exhibit high transcript levels for NR2D. It is appreciated

that transcript level may not always correspond to protein levels, however the alternative ex-

planation that is commonly adopted is that recombinant NR2D kinetics are somehow different

from the native neuronal form. However, recently a report by Misra et al. [234], using ⇡ P8

rat cerebellar Purkinje neurons, believed to predominantly express NR1/NR2D at this devel-

opmental age, showed that evoked glutamate currents exhibit very slow deactivation kinetics

that are consistent with the findings from recombinant NR2D experiments. Their findings have

rekindled the debate about the presence of NR2D at central synapses, which still has not been

demonstrated. Moreover, immunohistochemical data on NR2D localization is sparse and not

well validated. However a recent immunohistochemical study in the adult murine hippocampus

observed some overlap between NR2D staining and those of NR1, NR2A, and NR2B (NR2C

was not observed) suggesting that some tetrameric assembly may take place in hippocampal

pyramidal neurons [334]. The most intense NR2D staining was localized to the oriens layer

of CA1, stratum lucidum layer of CA3 (areas just superficial to the pyramidal cell layers in

CA1 and CA3), and portions of the dentate gyrus cellular layer. Their placement is sugges-

tive, perhaps, of a functional role in the activity of GABAergic interneurons in addition to a

subpopulation of pyramidal neurons, which localizes them to both pre- and postsynaptic con-
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tacts of pyramidal neurons. Overall, there is no functional evidence that NR2D subunits are

targeted to synaptic sites, although the most plausible scenario may be NR2D placement in het-

erotetrameric assemblies with other NR2s. However the formation of heterotetrameric NMDA

complex remains to be demonstrated in vivo. The presence of NR2D during early pre- and

postnatal development in combination with its high affinity for NMDA, has been suggested by

some, to be indicative of a role in synapse formation [234] and/or regulation of burst-mode

firing [344] although these claims require experimental validation.

NMDA Receptors and Synaptic Plasticity. The most commonly known role of NMDA

receptors is their involvement in synaptic plasticity. In particular, for their role in long-term

potentiation (LTP). LTP is believed to mostly reflect a strengthening of the postsynaptic re-

sponse, caused by a brief period of hyperexcitability that releases large amounts of glutamate

such as during brief tetanic stimulation. The effects of the ensuing potentiation can last over

a period of min. to hrs (in vitro) and up to days in some experiments (in vivo). The potentiat-

ing mechanisms underlying LTP are believed to be the dominant model of activity-dependent

synaptic plasticity. LTP is best characterized and understood in the hippocampus.

It was realized quickly that strengthening of postsynaptic responses must involve some sort

of postsynaptic modifications such as positive receptor modulation via intracellular protein

or signalling pathways, or increased receptor density. However it was unclear if the shear

depolarizing strength of the initial conditioning stimulus (i.e. brief tetanic stimulation) was

responsible or whether other factors were at play. It was shown that application of APV during

tetanic stimulation blocked the induction of LTP; therefore, both strong depolarization and

the action of the NMDA receptors are required. Moreover, mice lacking NMDA receptors in

CA1 neurons had impaired LTP and could not perform well in spatial memory tasks [343].

The ensuing calcium influx due to NMDA receptor activation triggers several cell signalling

pathways that ultimately result in post- and presynaptic modifications that serve to potentiate

the response; these alterations have an early and late component of manifestation; for late

component LTP several conditioning stimuli are required. Examples of early changes include

alterations in probability of transmitter release, whereas late changes can result in changes such

as postsynaptic AMPA receptor insertion and even formation of new synapses [167]. Indeed,
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many elegant studies have looked at the NMDA dependence of LTP induction but cannot be

comprehensively reviewed here (for a review see [167]).

A synaptic depotentiation process also exists that results in the opposite effects of LTP; this

process is known as long-term depression or LTD that also has an NMDA-dependent compo-

nent. In contrast to brief tetanic stimulation, as is used in the induction of LTP, establishing

LTD requires low frequency stimulation (e.g. 1 Hz for 15 min). Successful and repeatable

induction of LTD depends on the parameters used for the conditioning stimulus and more im-

portantly on the age of the animal. In juvenile animals (⇡ P12 P21) a low frequency protocol

is effective and the mechanism of LTD is believed to depend on the activity of NMDA recep-

tors. In older animals, the conditioning protocol has to be modified to include paired-pulses; in

this case AMPA receptors in addition to mGluRs are believed to be responsible for the synaptic

depotentiation - we will return to this point later.

It is believed that different subtypes of NMDA may be differentially associated with facil-

itating LTP and/or LTD induction. In particular, it was recently shown by Liu and colleagues

that LTP is mediated by NR2A subunits whereas LTD is mediated by NR2B [200]. Given that

NR2B subunits are maximally expressed in neonatal animals, the involvement of NR2B in LTD

was attributed towards explaining the difficulty of establishing LTD in older animals using the

same protocols that seem to work effectively in younger animals. However, the findings of

Liu and colleagues have come under significant scrutiny as other groups have not been able to

replicate their work [241]. Moreover, a recent in vivo study found that a clear distinction be-

tween the roles of these subunits (NR2A in LTP and NR2B in LTD) are not mutually exclusive.

Nonetheless, it is clear that both NR2A and NR2B are key mediators of alterations in synaptic

plasticity with perhaps a greater NR2B contribution in LTD.

NMDA Receptors and Excitotoxicity. The term excitotoxicity refers to excessive activa-

tion of excitatory neurotransmitter receptors that ultimately lead to neuronal cell death. The

specific cell death caused by the amino acid glutamate is the key factor in neuronal death in

many diseases and disorders. In particular, excessive accumulation of intracellular calcium,

resulting in alteration of cellular calcium homeostasis, is the prime causal process that leads

to excitotoxic cell death. The NMDA receptor has been implicated as the main glutamatergic
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receptor due to its high permeability to calcium. AMPA and kainate receptors are not believed

to be major players in glutamate-mediated excitotoxicity due to their rapid desensitization and

low calcium permeability. However, permeability to calcium is highly dependent on recep-

tor subunit composition and thus there may be instances where these receptor channels are

involved in excitotoxicity.

Excessive excitatory transmitter release, such as during a state of continuous clinical con-

vulsive seizure activity (referred to as status epilepticus), can result in overactivation of NMDA

receptors. This results in excessive calcium influx into neurons and such hyper-release of trans-

mitter can also overload some of the regulatory processes that clear glutamate (via uptake and

breakdown) from the synapse, further contributing to prolonged NMDA receptor activation. In

a related scenario, brain ischemia causes elevated glutamate levels in the extracellular space due

to altered function of glutamate transporter activity [34]. Elevated or prolonged glutamate (both

at the synapse and extracellular space) results in hyper-activation of both synaptic and extra-

synaptic receptors. Specifically, calcium influx via the NMDA ionotropic glutamate receptor

(with much smaller contributions from AMPA and kainate receptors) has been implicated as

the primary cause of calcium-mediated excitotoxicity. Moreover, the sustained depolarization

caused by excessive NMDA receptor activity can contribute to the activation of voltage-gated

calcium channels that further contribute to an increased calcium influx; although the NMDA

contribution remains a key mediator of cell death [361]. Abnormally elevated intracellular cal-

cium levels trigger intracellular cascades including activation of calcium-dependent enzymes,

such as phosphatases (e.g. calcineurin), proteases (calpains), and lipases that ultimately result

in cell death. Another key toxicity pathway involves the action of increased intracellular cal-

cium on mitochondrial calcium loading, which results in depolarization of the mitochondria

that is know to be a parallel indicator of cell death by disrupting ATP synthesis pathways (i.e.

electron transport chain). Dysfunction of the electron transport chain results in the production

of reactive oxygen species (free radicals). In addition to the formation of hydrogen peroxide an-

other toxic species, peroxynitrite, is formed by the combination of a molecular oxygen radical

and nitric oxide. Nitric oxide (NO) production is part of this pathway where NMDA receptors

activate neuronal nitric oxide synthase (nNOS). The presence of NO may be a requirement for
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mitochondrial depolarization [361]. The importance of nNOS is supported by a key study that

showed interruption of PSD-95, the mediator protein between nNOS and the NMDA receptor,

leads to attenuated NMDA-mediated neuronal death [292]. In addition, mitochondrial calcium

uptake can promote the release of pro-apoptotic factors such as cytochrome c and subsequent

activation of caspases [361, 375].

It should be noted that the precise role of NMDA receptors, in particular, in the context

of synaptic vs. extra-synaptic receptors is not well understood. There are two competing hy-

potheses on the mechanisms of NMDA-mediated excitotoxicity [375]: (1) source specificity,

and (2) calcium load. The first maintains that calcium entry through one source (e.g. extra-

synaptic NR2B containing receptors) over another (e.g. NR2A containing receptors) facilitates

particular excitotoxic pathways. In this hypothesis, the NR2A receptors participate mainly

in plasticity-related physiological functions (as do NR2Bs [121, 241]), but that the primary

source of excitotoxic calcium entry is mediated by NR2B containing receptors. However, ex-

perimental evidence for a clear dissociation between the roles of NR2A and NR2B is lacking.

For example, in expression systems, NR1/NR2A transfected cells exhibit greater excitotoxic

cell death as compared with those transfected with NR1/NR2B. Whereas, in cultured cortical

neurons, it is only the extra-synaptic NMDA receptors (presumably of NR1/NR2B composi-

tion) that are mediators of excitotoxic cell death [293]. Intriguingly, in vivo nNOS expression

is maximal in neurons selectively expressing NR2D (believed to be extra-synaptic) such as in

the cerebral cortex and a subpopulation of hippocampal neurons [240, 334, 361]. Nonethe-

less, some degree of caution is warranted when interpreting the results of NMDA-mediated

excitotoxicity in the context of synaptic vs. extra-synaptic receptors since it is experimen-

tally challenging to separate these components (even in vitro), and it is often the case that both

NR2A and NR2B receptors participate in tandem [332]. The second hypothesis (calcium load),

suggests that it is the elevated concentration of intracellular calcium (regardless of source) that

is responsible for triggering excitotoxicity. From the discussion of NMDA-mediated cell death,

it is clear that many of the same intracellular pro-apoptotic pathways would be triggered by an

intracellular increase in calcium concentration. However, it should be noted that equivalent

calcium entry via pathways such as voltage-gated calcium channels are not or are significantly
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less associated with neuronal cell death. Most probably, attributes of both hypotheses are in

play during the course of glutamate-mediated excitotoxic neuronal death.

4.1.3 Physiology and Pathophysiology of Prion Proteins

4.1.3.1 A Brief History of Prion Protein Discovery

The path leading to the discovery of Prion proteins (PrP) would have been made easier through

the now commonly used molecular biological techniques. However, at the time of their dis-

covery such methodologies were not well established, which lead to years of controversy and

disbelief about their existence and mode of transmission. We now know that prion proteins

represent yet another change to the dogma of molecular biology where a proteinaceous agent

(lacking nucleic acid) exhibits transmissible (infectious) properties. The first documented ref-

erence to prion proteins comes from the work of Carleton Gajdusek in the 1950s, where he was

studying a fatal neurodegenerative disease in Fore tribes of New Guinea called Kuru [13, 125].

The Kuru was known to be transmissible amongst members of the tribe and believed to be

associated with their cannibalistic rituals. The Kuru was at the time believed to be a slow-

acting virus, however several investigators had begun to make a connection between Kuru and

other protracted neurological diseases such as scrapie (in sheep), and Creutzfeldt-Jakob disease

(CJD, in humans). Subsequent work by Gajdusek showed that Kuru could be transmitted to

animals, similar to scrapie and CJD, thereby linking these neurodegenerative disorders [13].

However, the nature of the transmissible entity remained elusive. Work continued to be carried

on this topic by a small number of groups around the world and progress was slow due to the

prolonged incubation time (years) required for the manifestation of the disease; it was later

shown that in hamsters ⇡ 150 days was sufficient thereby aiding scientific studies. Studies

showed that the infectious agent displayed unique properties such as resistance to compounds

that normally damage nucleic acids. Moreover, analysis of brain homogenates consistently

showed the presence of an unknown glycoprotein [13]. The suggestion that the infectious

agent was “proteinaceous particle lacking nucleic acid”, was put forth by Stanley Prusiner in

1982 [271, 13].
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4.1.3.2 Molecular Structure, Expression of PrP variants, and Infectivity of Altered PrP

Forms

Many of the puzzling attributes of the cellular prion protein (PrPC) became better understood

with the finding that the prion protein was actually encoded by an endogenous gene in the

uninfected CNS. The prion protein gene contains 253 codons and is located entirely within

a single exon [13]. This gene is ubiquitously expressed in many different tissues and organs

with maximal expression in the central nervous system. It was discovered that the infectious

form of the protein, denoted PrPSc (Sc for scrapie), represented a misfolded version of the

endogenous protein where a portion of the a-helical and coil structures are refolded into b -

sheets (PrPC 40% a very little b ; PrPSc 30% a 45% b ) [272]. This conformational change

of the endogenous PrPC protein is accompanied by a wide spectrum of pathophysiological

changes that defined the disease state. Unlike PrPC, the PrPSc form is not soluble in denaturing

agents and is only partially digested by proteases that are capable of fully digesting the native

form. This attribute of PrPSc facilitates the formation of PrP-rich plaques that are observed

in histological examination of the affected neural tissues. Although a large body of evidence

supports the notion of a misfolded prion protein as the infectious agent, many prion researchers

still caution that it is within the realm of possibility that the infection can be due to some

small ligand bound to the PrPSc; this cautionary statement is most probably triggered by the

unusual nature of a proteinaceous infectious agent. Before we discuss further the nature of

PrPSc and its role in neurodegeneration, we will explore the complex biosynthesis, trafficking,

and degradation pathways of the endogenous prion protein and its several bioactive molecular

species.

There are four topologically distinct bioactive forms of PrP and it is postulated that each

form mediates a specific physiological function that is also carried forward to the disease state,

albeit in altered form, where it contributes to or can even hinder the pathophysiology of PrP

(Fig. 4.3). Translated PrP amino acid sequence (polypeptide chain, visualized with riboso-

mal complex, entering the endoplasmic reticulm) results in a cytosolic form of prion protein
CyPrP. This cytosolic form can arise by two pathways: either via an aborted translocation to

the endoplasmic reticulum (ER), or retrotranslocation from the ER without further process-
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ing (purple, Fig. 4.3). The most abundant cellular form of prion protein is referred to as the

secretory form of SecPrP (blue, Fig. 4.3). This form is fully translocated into the ER lumen

where it undergoes a C-terminal cleaving of a hydrophobic domain and the addition of a gly-

cosylphosphatidylinositol (GPI) anchor. It is then translocated from the ER to the Golgi where

it undergoes further modifications such as alterations to the glycans and the GPI-anchor; this

process dramatically increases the diversity of molecular species for PrP. It is estimated that

upwards of 80% of PrP in cells is in SecPrP form and it is either secreted into the extracellular

space [143, 13] or (mostly) expressed on the membrane surface; for this reason it is called cel-

lular prion protein PrPC. The second most studied form of prion protein is the transmembrane

form called CtmPrP (red, Fig. 4.3), where a highly conserved and hydrophobic region of PrP

is transmembrane to the ER lumen. CtmPrP is C-terminally GPI-anchored with its N-terminus

residing in the cytosol. Another, less well understood, form of prion protein is also transmem-

brane across the ER. This NtmPrP form of PrP is oriented in the opposite direction of CtmPrP,

with the C-terminus now being cytosolic (brown, Fig. 4.3). It also does not undergo any de-

tectable alterations in ER, such as the addition of a GPI-anchor. The transmembrane region

corresponds to the same region in the CtmPrP, mainly the central hydrophobic domain within

the prion protein.

As pointed to earlier, there are two primary modes of acquiring the infection PrPSc form.

The first is via direct transmission of the infectious protein, commonly via ingestion of the

affected nervous tissue. The second mode of acquiring the prion disease state involves muta-

tions in the PrP gene that result in misfolding of the endogenous PrPC to PrPSc. This mode

of transmission is suggestive of a mechanism underlying the familial form of neurodegener-

ative diseases such as CJD [272]. There are also well documented cases of sporadic prion

disease, which as believed to be caused by de novo mutations in the prion gene [13, 272].

Therefore the current framework of infectivity requires that the host organism acquire PrPSc,

either exogenously or by a spontaneous conversion from PrPC, thereby triggering a cascade of

pathophysiological processes that result in the conversion of more and more PrPC to the scrapie

form; the spectrum of disorders associated with this disease process are collectively known as

the transmissible spongiform encephalopathies (TSEs). During the relatively long incubation
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Figure 4.3: Synthesis, post-translational modification, trafficking, and degradation of native
prion protein. The products of PrP biosynthesis result in multiple molecular forms, each with
different putative functional roles in physiology and pathophysiology. There are four distinct
forms: (1) CyPrP (purple) cytosolic PrP formed either via aborted translocation to the ER or
retrograde translocation from the ER. (2) SecPrP (blue) Secretory PrP is the most common form
of PrP, which undergoes ER translocation and post-translational modification in the ER (addi-
tion of glycosylphosphatidylinositol (GPI) anchor) with subsequent processing in the Golgi
prior to trafficking to the membrane. Given that this is the most common and abundant form of
PrP it is referred to as cellular prion protein PrPC. Cell surface PrPC undergoes degradation
via endocytosis and trafficking into the endosomal-lysosomal pathway. (3) The second most
well studied form of prion protein is the transmembrane form, CtmPrP (red), where it spans the
ER membrane at a highly conserved central hydrophobic region with the C-terminus anchored
in the ER. The level of CtmPrP correlates with the level of neurodegeneration in prion-associ-
ated diseases. (4) Another transmembrane form is the NtmPrP (brown) which does not undergo
GPI-anchor addition, glycosylation, or further processing. The physiological significance of
NtmPrP remains unclear. (inset, top right-hand corner) Anatomy of PrPC showing the large
coiled N-terminus with a single disulphide bond, in addition to two main glycosylation sites
and the GPI-anchor. This figure was adapted from the work of Chakrabarti and Hegde on PrP
synthesis and trafficking as described in Chapter in 18 of Ref. [13].



109

period of prion disease, the PrPSc form of the protein begins to accumulate in affected tissues,

forming deposits in the brain that result in cellular and network dysfunction. Neuronal death is

a large component of TSEs, reaching culmination at the late-stages of the disease [13]. These

mentioned forms of disease acquisition, transmission, and progression are validated by three

key experimentally verified observations: (1) PrP-null mice are immune to infection, (2) the

course of the disease tracks the accumulation rate and amount of PrPSc, and (3) in the case of

inherited diseases caused by PrP mutations, accumulation of PrPSc was readily observed and

transmissible to other host animals. It should be noted that in patients affected with CJD, there

have been some cases where PrPSc accumulation has not been observed. This fact is consistent

with the experimental observation that certain PrP mutants lead to neurodegeneration but do

not result in the accumulation of PrPSc [13]. Another interesting attribute of prion diseases

is that the PrPSc is in itself not sufficient for neurodegeneration unless the endogenous PrPC

is present. This notion is supported by grafting experiments where brain grafts from PrP-WT

mice were transplanted into PrP-null mice. Upon incubation with PrPSc, only the grafted tissue

(from WT mouse) began to accumulate PrPSc while surrounding cells did not show any sign

of infection even in the presence of high concentrations of PrPSc [144].

In addition to the PrPSc form, several studies have shown a link between the CtmPrP form

of prion protein and neurodegeneration. Analysis of both naturally occurring and artificial mu-

tations in PrP, have implicated the transmembrane hydrophobic region of CtmPrP as critical to

regulating the amount of CtmPrP produced. This is significant due to the fact that the amount of
CtmPrP synthesized correlates with susceptibility for neurodegeneration; this was experimen-

tally validated in infected animals but also via transfection experiments in PrP-null mice. In

the most severe case, a 10-20% fraction of expression (i.e. CtmPrP : all PrP forms) resulted in

neurodegeneration within the first two months of life. To further exemplify the role of CtmPrP

in the disease state, even a 2-5% fraction of expression resulted in neurodegeneration after 18

months of life [13, 144].

The role of the other two PrP forms in neurodegenerative processes remains unclear. In

the case of NtmPrP there are no identified links to the disease state and investigators have as

of yet to propose a putative mechanism for its involvement. In contrast, greater attention has
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recently been focused on the cytosolic form (CyPrP) of prion protein. As alluded to earlier,

the CyPrP form of PrP may be generated due to abnormalities in its signal sequence, which

interferes with its proper translocation to the ER. This idea is supported by the observation

that CyPrP levels are dramatically decreased if the translocation signal sequence of PrP is

replaced with another more efficient signal sequence from another protein. The consequence

of decreased CyPrP is a decrease in PrPSc aggregates, and thus a putative protective effect

against neurodegeneration. However, there have been reports of increased pathogenicity in

cases where CyPrP concentration has been made to be excessively high [13]. Thus, at present,

it would be correct to state that the true functional roles of CyPrP and CtmPrP in physiological

function and disease conditions remain to be fully investigated.

Several key observations support the hypothesis that the role of PrP in TSEs extends beyond

the transmissibility of PrPSc and that the other bioactive forms of PrP interact in a complex

manner to bring about and modulate the disease state. The finding that PrPSc does not accu-

mulate or alter surrounding normal tissue in a host animal suggests that although it is central to

disease transmission, it is neither sufficient or necessary to cause the full-blown neurodegen-

eration observed in the TSEs. In other words, the presence of PrPSc is not in itself inherently

neurotoxic or sufficient to trigger neuronal death. This is further supported by the observation

that neurodegeneration can take place in the absence of PrPSc accumulation. These findings,

together with the positive disease progression correlated with CtmPrP strongly suggest that

neuronal death in the disease state involves a complex interplay between the different bioactive

forms of PrP, in addition to modulation of their synthesis, trafficking, and degradation.

4.1.4 Prion Protein Function

Realization that the prion disease was linked to a misfolded endogenous protein led to greater

understanding of the pathophysiology of PrP and its relation to neurodegeneration. However,

the number of studies that focus on the role of PrPSc in the disease state far out number those

focused on understanding and describing the normal functional role of PrPC [32]. Indeed, after

fifteen years of research very little is understood about how this remarkable and diverse protein

species functions within the overall dynamics governing neuronal activity. We will now discuss
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the regional localization of PrP in the brain, its cellular localization, and functional properties

relevant to synaptic structures and direct effects on transmission.

4.1.4.1 PrP Localization

As mentioned previously, PrP is expressed in almost every cell type and has been found in

many species including: most vertebrates, many mammals, many avian species, and even in

some amphibians [32]. Immunohistological studies in rodents have shown that native PrP

(i.e. PrPC) can exhibit strong expression patterns in brain structures such as the hippocampus

(most intense) and ventral striatum. Intense staining is also observed in the entorhinal cortex

and neocortex, with prevalent staining in layer 1 following the contour of the cortical surface

[244]. Some of these staining patterns have also been confirmed in human tissues for structures

such as the hippocampus and striatum [287]. At the cellular level, strong immunostaining is

commonly observed in neuropiles and has been shown to co-localize with presynaptic proteins

such as synaptophysin [119]. These observations in addition to a single functional study have

prompted some investigators to imply that PrP is expressed predominantly on the presynaptic

side. A study by Herms and colleagues utilized wild-type, PrP-null, and two forms of trans-

genic mice (Tg20 and Tg35) to show functional evidence for presynaptic localization of PrP

[146]. Tg35 mice express PrPC in all neurons, while Tg20 mice express PrPC in all neu-

rons except cerebellar Purkinje cells. Using brief hydrogen peroxide application, they showed

that the frequency of spontaneous inhibitory postsynaptic currents (IPSCs) was still altered for

Purkinje cells in Tg20 mice; in addition, high concentrations of PrP were found in synapto-

somes. Their findings are the only functional study attempting to discern a difference between

pre- vs. postsynaptically localized PrP. However, these findings must be interpreted with some

caution since electron microscope studies using gold labeling [119], in conjunction with im-

munohistochemical findings [244, 287] have not been able to convincingly demonstrate a pre-

vs. postsynaptic localization. Moreover, the immunohistochemical studies show strong stain-

ing in the stratum oriens and stratum moleculare regions of the hippocampus, that clearly are

full of both presynaptic and postsynaptic contacts [244].
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4.1.4.2 PrP Copper Binding

Although the precise physiological role of PrP remains unknown, cloning and subsequent

molecular biological experiments have determined that the cellular prion protein possesses

four highly conserved octarepeat (eight amino acids repeated) sequences that have been shown

to bind four copper ions [272, 352]. Copper is released into the synaptic cleft during neuro-

transmitter vesicle release and at the synaptic level, copper concentration has been related to

the presence of PrPC. Synaptosomes isolated from PrP-null mice exhibit a ⇡ 50% decrease

in copper concentration [146]. It was at first concluded that this decrease was too great to be

solely due to less bound copper (to PrP), and that PrP might participate in copper metabolism.

However, it was demonstrated that copper, at physiological concentrations, is not affected in

the form of uptake by prion protein [352]. Moreover, the total copper content in brain lysates

did not differ between WT and PrP-null mice. The precise role of PrP in relation to copper re-

mains unclear, however the most likely hypothesis suggest that PrPC participates in some form

of copper buffering and restoration of copper back to the presynaptic terminals (e.g. during en-

docytosis). Another role involving PrP and its ability to bind copper involves protection against

oxidation. In most cells superoxide dismutase (SOD) catalyzes the breakdown of the super-

oxide radical to water and hydrogen peroxide and copper is a key cofactor for this enzyme’s

function. Indeed, neuronal cultures from PrP-null mice were more sensitive to oxidative stress

and cell death [352]. More studies are required to better define the role of the endogenous prion

protein and its relation to cellular copper homeostasis and potential protective effects against

oxidative insults.

4.1.4.3 PrP and the Synapse: Novel Roles in Plasticity and Excitability

As we have mentioned previously, the precise physiological role of the endogenous PrPC re-

mains unknown and much of the previous studies have focussed on the involvement of the

PrPSc form and in some disease context. Nonetheless, there are several studies that suggest a

link between PrP and synaptic transmission and/or plasticity. It is important to note at the start

that this sub-field (arguably the most important) of prion protein research is controversial due

to different findings having been reported by different research groups [272]. However, differ-

ences can be due to experimental conditions and variability between the animal models used.
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Indeed, much of the research into the physiological roles of PrP utilize knockout (KO) ani-

mals and there are five different KO variants [364]. Three of these variants (Nagasaki, Rcm0,

and Zürich II) exhibit gene deletion that spans slightly beyond the exon coding region for PrP.

Consequently, these mice exhibit attributes such as severe ataxia and cerebellar cell loss [364].

The two other KO mice, Zürich I and Edinburgh are limited to the proper exon coding region,

with the latter being the most commonly used KO mice. This KO mouse strain exhibits normal

reproduction, development, and behaviour [38], but does show alterations in sleep rhythms.

Specifically, the Zürich I mice show greater sleep architecture fragmentation and increases in

the frequency of short waking episodes [335]. The Zürich I KO mouse [38] is used in this study

and unless mentioned otherwise, the word “PrP-null” or “KO mouse” will be used to refer to

this mouse.

Due to the controversy surrounding the role of PrP in synaptic transmission we will review

the literature relevant to plasticity in somewhat of a chronological order. I will focus on studies

that assess the induction and level of LTP, in addition to those that investigate the role of PrP

in hyperexcitable seizure models.

Network-level Alterations. The first report assaying hippocampal network function was

published by Collinge et al. who investigated the functional role of PrP in synaptic trans-

mission and compared WT with PrP-null mice [64]. Extracellular CA1 hippocampal field

recordings (afferent stimulation) in PrP-null mice showed an altered field response with the

presence of additional population spikes; this was greater than the typical singlet observed

in this well established synaptic pathway. Intracellular sharp recordings showed the presence

of multiple spikes (more than WT) with a lack of a hyperpolarizing IPSP (inhibitory postsy-

naptic potential). When examined in isolation in KO mice, evoked IPSPs exhibited smaller

amplitudes and slower rise and decay times; the decreased amplitude was persistent over a

large range of membrane holding potentials. These findings are consistent with impairment of

GABAA (specifically fast GABAergic) activity. Induction of LTP was examined and was found

to be impaired in PrP-null mice (regardless of GABAA block or not). The typical time course

of LTP changes was not different between WT and KO mice. The authors also suggested

that there were no differences in pharmacologically isolated NMDA currents, although no data
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were shown. Nonetheless, they attributed their diminished LTP findings to lower GABAergic

activity that somehow abnormally enhanced NMDA receptor function, and that this abnormal

NMDA activation is causal to poor LTP induction. Overall, the study by Collinge et al. sup-

ports postsynaptic alterations in PrP-null mice [64]. These effects on LTP were confirmed by

Manson and colleagues, using the Edinburgh KO mouse [219]. They showed that in addition

to decreased LTP, the time course of recovery to baseline synaptic activity was faster in the

KO mice; this is more consistent with a short-term change in plasticity. Conversely, the effects

of PrP KO on synaptic transmission were brought into question by Lledo and colleagues, who

failed to find any alteration of inhibitory or excitatory synaptic transmission, and also found

no differences in LTP induction [204]. Experimental differences between this and the original

study by Collinge et al. [64] included age of animals (⇡ 3 vs. 8 months old) and temperature

(35�C vs. room temperature); temperature is known to affect LTP induction [372].

Several other studies have investigated synaptic plasticity in the hippocampus. The pur-

pose of these studies has been to attempt to resolve the controversy surrounding the initial

studies. Carleton and colleagues examined plasticity in CA1 hippocampal neurons using WT

(i.e. PrP+/+), two strains of PrP KO (Zürich I and Nagasaki), and transgene mice created on

PrP+/+ and PrP�/� backgrounds [45]. In the case of PrP transgenic mice on a PrP+/+ back-

ground, the PrP expression was approximately 8-fold greater than WT. Intriguingly, synaptic

strength was observed to increase in a dose-dependent manner with expression of PrP regard-

less of the strain or background. A dependence on age was observed however with maximal

effect observed in younger animals (6 months) and no effect for older animals (10-14 months).

Presynaptic probability of transmitter release was assessed by monitoring paired-pulse facili-

tation and was found to be not different amongst any of the animal types, suggesting a post-

synaptic mechanism for the observed potentiating effects of PrP expression. Unfortunately, a

subsequent study by Curtis and colleagues further complicated interpretation of previous re-

sults [79]. The authors compared both the Zürich I and Edinburgh KO mice to WT and each

other at several different ages and found no differences in hippocampal synaptic transmission

(in vitro and in vivo), specifically LTP induction, although some deterioration was observed

in mice older than ⇡ 8 months. The authors postulated that, in part, the observed differences
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between earlier studies and theirs could be a result of alterations in oxidative stress (based on

PrP copper buffering), that may be tolerated differently by the mice strains and/or during tissue

preparation [79]. Paired-pulse facilitation was again not found to be altered. In yet another

study, spatial and non-spatial learning was examined in adult (⇡ 5 month old) PrP-null mice

and deficits were observed in spatial learning, which could be rescued in the transgenic animal

expressing PrP in PrP�/� background [71]. The authors also investigated in vivo induction of

LTP in the dentate gyrus and found it to be impaired, along with paired pulse facilitation, in

the KO animal. The topic of LTP induction was revisited by Maglio et al. [213] who examined

LTP induction in the dentate gyrus in 3-4 month old animals, comparing WT with Zürich I KO

mice. Using a gradually increasing (in frequency) conditioning pulse, these authors reported a

lower threshold for the generation of LTP in KO mice; this is consistent with a hyperexcitable

state. Moreover, KO animals exhibited lower sensitivity towards NMDA blockers (both APV

and MK-801). In situ hybridization was used to show greater transcript levels for NR2A and

NR2B in KO mice, once again suggesting an augmented glutamatergic synaptic transmission

in KO mice. Similar observations (i.e. lower threshold for LTP and increased NR2A/NR2B

transcript levels) were also reproduced in a later study by the same group [212]. Interestingly, a

study examining the effect of PrPSc disease-related processes on glutamatergic neurotransmis-

sion reported decreased MK-801 binding in the hippocampus suggesting alteration of NMDA

receptor activity of unknown origin [93]. This observation, together with a report that MK-

801 can protect against glutamate-mediated excitotoxicity in PrPSc infected neuronal cultures

[245], suggests a direct involvement of NMDA receptors in the pathophysiology of PrP.

Cellular-level Alterations. Intracellular recordings in adult PrP KO CA1 hippocampal neu-

rons have shown a dramatic reduction (near loss) of the slow after-hyperpolarizing current

(AHP, a Ca+2 activated K+ current) [62], which is known to modulate the pattern of neuronal

firing by altering spike frequency adaptation. In this case, loss of the AHP would be consistent

with hyperexcitability. The loss of the slow AHP component was also recently investigated

using a conditional KO of PrP, at 10 weeks of life, in order to assess the possible influence of

secondary effects of the embryonic KO of PrP on the observed effects. The loss of AHP cur-

rents was also confirmed in this conditional KO mouse suggesting that the observed effects are
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due to loss of a differentiated cellular function and not a developmental effect of the KO [216].

The authors speculate that the observed effects may have a link to the newly reported signal

transduction role for PrP, perhaps via tyrosine kinase Fyn [243], that modulates the activity of

Ca+2-dependent K+currents.

A structural study of the hippocampus in PrP KO mice showed aberrant mossy fiber connec-

tions, referred to as Mossy fiber sprouting, a condition commonly observed in epileptic neural

networks in rodent kindling studies and in some patients with TLE [63, 270]. Intriguingly the

authors did not detect any differences between WT and KO field responses evoked via perforant

path stimulation; this was attributed to some compensatory changes that may have taken place

to counteract the pro-seizure effects of mossy fiber sprouting. The cause and mechanism for the

observed sprouting remain unclear. However, a series of recent findings utilizing recombinant

PrP show an interaction of PrP with NCAM (neuronal cell adhesion molecule), facilitating its

localization to lipid rafts where it interacts with Fyn kinase, thereby facilitating neurite out-

growth, synapse formation, and possibly development of neuronal polarity [297, 290, 166];

some of these functional effects are akin to the role of a neuronal growth factor. Interestingly

however, in experiments where neuronal cultures were incubated (1-2 days) with recombinant

PrP, effects such as neurite outgrowth, increased synaptic contacts, and polarity determination

were not dependent on the neuronal substrate used for experimentation (i.e. WT or KO PrP

neurons) [166]. A similar lack of dependency on substrate was observed in the context of neu-

rite outgrowth and cell survival when neurons were plated onto a PrP-Fc coated (PrP in fusion

with Fc portion of human IgG) vs.Fc-coated surface [53]. These observations suggest that the

neurite growth-related properties of PrP are restricted to the secreted form and do not depend

strongly on the presence or absence of the (GPI-anchored) membrane form. Development of

neuronal polarity has not been linked, as of yet, to the described NCAM-mediated pathway.

Experimental findings such as altered AHP and GABAA currents [216, 62, 64], mossy fiber

sprouting [63], and lower sensitivity to NMDA blockers [93] are all consistent with the no-

tion that PrP-null mice exhibit a susceptibility towards hyperexcitability. For example, this

would imply that threshold to seizure-like activity would also be lower in PrP-null mice. This

hypothesis was examined and reported to be valid by comparing several in vivo models of
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pharmacologically-induced seizures [358]. Walz et al. reported that in response to a single in-

jection of pentylenetetrazol (PTZ, GABAA antagonist) KO mice exhibited 91% mortality due to

seizures as compared with 33% in WT mice. Similar observations were reported for kainic acid

(KA) induced seizures and KO animals once again exhibited a greater seizure occurrence and

increased seizure-related mortality. In a very recent study by Rangel et al., the consequences of

kainic acid induced seizures in the hippocampus of WT vs. PrP-null mice were examined using

a combined in vitro/in vivo approach [278]. PrP-null mice were confirmed to be more sensitive

to KA-induced seizures both in vivo and in vitro. In addition, greater excitotoxic-related neu-

ronal death occurred in PrP-null mice and cultures. These observations were also duplicated

with RNA interference experiments targeted against PrP in WT mice. RT-PCR analysis showed

elevated basal levels of GluR6 and 7 in PrP-null mice, while all other AMPA/Kainate iGluR

subunits were unaffected; it is believed that GluR6 in particular is involved in KA-mediated

seizure threshold. Intriguingly, application of MK-801 reduced KA-induced cell death by up

to 40%, suggesting that the susceptibility of PrP-null mice to excitotoxicity is also mediated by

NMDA receptor activation.

4.2 Experimental Methods

4.2.1 Brain Slices

Adult male and female WT (C57BL/6J) and PrP-null (Zürich I [38]) mice between P30-P45

were used for all slice experiments. These mice were obtained from a specific set of six breed-

ing pairs composed of PrP+/� male/female animals. Genotyping was performed by gel elec-

trophoresis of PCR products obtained from genomic DNA obtained from tail samples from

animals older than three weeks of life. Primers and PCR parameters were similar to those

used by Büeler [38]. Comparisons were made between electrophysiological recordings ob-

tained from offspring pups from the original breeding pairs or from offspring obtained from

WTxWT or KOxKO crosses. The results were indistinguishable (n >20 in each case). Simi-

larly, the experimentalists were blinded to the genotype of the mice for greater than half of the

electrophysiological experiments (n >30 for each genotype) and became un-blinded when no
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differences were identified that suggested a experimenter-dependent segregation of results.

For brain slices, mice were were anaesthetized with halothane and quickly decapitated.

The brain was dissected and maintained in ice-cold artificial cerebrospinal fluid (ACSF) for

approximately 1 min. Horizontal hippocampal slices (250 µm) were obtained at an angle of ⇡

12� in the fronto-occipital direction (Vibratome 1000, Vibratome Inc.) while submerged in ice-

cool oxygenated ACSF. The slices were immediately transferred to a holding chamber where

cool oxygenated ACSF was gradually warmed to ⇡ 32�C at the end of the sectioning and

maintained at that temperature for 2-5 hours for subsequent electrophysiological recordings.

All were allowed a minimum of 1 hour of recovery prior to experimentation. Tissue samples

used for all biochemical and/or protein biochemistry experiments consisted of the isolated

whole intact hippocampus (from each hemisphere) as quickly dissected on an ice-cold surface

with regular perfusion of cold oxygenated ACSF.

4.2.2 Neuronal Primary Culture and Transfection

Dissociated hippocampal neurons were prepared as previously described [61]. Briefly, hip-

pocampal neurons and glia were isolated by dissection from (P0-P1) WT or Prp-null mouse

pups. The tissue was cut into smaller pieces and was set for 30 min. of digestion at 37�C

in a papain solution (20U/ml, Worthington; 50uM EDTA and calcium chloride/L-cystenine

(150mM/100mM)) which was prepared in cell plating media (Basal Medium Eagle (BME, In-

vitrogen), 0.3% glucose, 5% fetal bovine serum (FBS, Hyclone), 0.5 mM L-glutamine (Sigma),

10 mM HEPES-NaOH pH 7.35, 2% B27 (Invitrogen), 15 mM Na-Pyruvate (Invitrogen), 100

µg/ml penicillin-streptomycin (Invitrogen)). After digestion the hippocampal tissue was washed

three times in plating media and triturated into a single cell suspension by passing the digested

tissue repeatedly through two 1 ml glass pipettes, heat shrunk to 1/2 and 1/3 the original diam-

eter tip. This procedure was performed gently until all tissue was dissociated. The tissue sus-

pension was then seeded at high density (⇡ 5x105 cells/cm2) onto glass coverslips pre-treated

with poly-D-lysine (PDL; 70kDa, 10µg/ml, Sigma), followed by laminin (1µg/ml, Sigma) for

3 hours, in 24 well plates. Cultures were used for electrophysiological recordings between

10 and 16 days post-plating, and were maintained in a humidified atmosphere of 5% carbon
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dioxide 95% air at 37�C. Cells were fed once a week by replacing approximately 1/3 of total

media volume in each well. Electroporation was used to introduce exogenous plasmid (either

cDNA or siRNA) constructs into the cells; this was performed post-trituration while cells were

in suspension and before plating. EYFP (3-5 µg) was used as the transfection marker. The

electroporation protocol consisted of the following: voltage 100 V, square pulse duration 100

ms, 1 pulse, and using a 4 mm cuvette (X-Cell, Bio-Rad Systems). Note: All data obtained

from neuronal culture-based experiments were repeated/measured from at least three separate

culture rounds. This includes: electrophysiology, immunostaining, ELISA, transfections, and

in vitro excitotoxicity experiments.

4.2.3 Molecular Biology

Constructs. mPrp cDNA (Cat. No. MMM1013-64097), a full length cDNA (accession

BC006703) was was cloned into mammalian expression vector pCMV-SPORT6 (Open Biosys-

tems). For siRNA experiments, we used mouse retroviral short hairpin RNA (shRNAmir) in-

dividual clones spanning different regions of mPrp cDNA, (Clone ID RMM1766-98468689,

RMM1766-96744825 and RMM1766-9336256) cloned in pSHAG-MAGIC2 (Open Biosys-

tems). All three siRNA constructs were transfected into neurons for siRNA experiments. In

order to achieve maximum purity, plasmids were prepared using the endonuclease-free max-

iprep kit according to the manufacturers instructions (Qiagen Ltd., UK). Clone identities were

confirmed by restriction endonuclease digestion/agarose gel analysis, and/or nucleotide se-

quencing by standard methods.

RNA Isolation. Total RNA from wild type or mPrP-null mice using adult brain and/or

hippocampus was isolated using Trizol according to the manufacturer instruction (Invitrogen).

Total RNA was also isolated from wild type or mPrP-null new born mice hippocampus. The

quality of RNA was analyzed by agarose gel electrophoresis and ethidium bromide staining by

standard methods.

NR2 Subunits: Reverse Transcription Polymerase Chain Reaction Synthetic oigodeoxynu-

cleotides based upon various N2R sequences (i.e. for NR2A, 2B, 2C, and 2D) in GenBank were

synthesized and used to characterize NMDA2R subtype expression hippocampal tissue isolated
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Primer No. Protein Primer Sequence
1 g-actin-F ACT GGC ATT GTC ATG GAC TCT GGT GAC GGG
2 g-actin-R GCA GTG GTG GTA AAG CTG TAG CCC CGT TCA
3 NR2A-3’F CAG GAG ACA GGC AAC CCA GCT ACT CGT
4 NR2A-3’-R GCT CCT CTT GCT GTC CTC CAG ACC TTG
5 NR2A5’-R GCA ACT GTA GAT GCC CCT GCT GAT GGA GA
6 NR2A5’-F CAT CTT TGC CAC CAC AGG CTA TGG AAT TGC
7 NR2B-3’-F TGC AAG AAG GCT GGC AAC CTG TAT GAC ATC
8 NR2B-3’-R GGT CAC TGA GGA CTT GTT GGC AAA GGA GCT
9 NR2B-5’-F CAA AAA GAC TCT GGT TGG AAA CGC CAG GTG GAC

10 NR2B-5’-R ACA CCC ATG AAG CAA TGT CGG AAC TGC CA
11 NR2C-3’-F GGG ACA GTG GGG TGC TAG AAG AGG TCA GCA
12 NR2C-3’-R CAA AGA AGA AGG CAG AGG AGT CAA AGC TTG TC
13 NR2C-5’-F CCA GGG AGG CTT TCT ACA GGC ATC TGC T
14 NR2C-5’-R GAA GGT GTG GTT GCT CTG TCT ACG GCA GG
15 NR2D-3’-F TAG CTG GGA CTA CCT GCC CCC GCG
16 NR2D-3’-R CGA GGG CCC GGT GAG CCT GCG
17 NR2D-5’-F CAA TGA GGA GCG GTC AGA GAT CGT GGA C
18 NR2D-5’-R AGG ATT CTC CAC TGG CAC GGA GTT GTT GAA C
19 mPrP1-F CTC GAG CCG CCA TGG CGA ACC TTG GCT AC
20 mPrP1-R CCG CGG TCA TCC CAC GAT CAG GAA GAT GAG GAA G
21 mPrP2-F CAA GGA GGG GGT ACC CAT AAT CAG TGG AAC AAG C
22 mPrP2-R CCA CCA AGG CCC CCC ACT ACT GCC CC

Table 4.1: A listing of the oligodeoxynucleotide sequences used for RT-PCR experiments to
assess mRNA expression for various NR2 subunits. Two sets of primers were selected for each
subtype targeting either 3’ or 5’ end of the mRNA. F and R refer to forward and reverse primers
respectively.

from WT and PrP-null mice. We performed RT-PCR on hippocampal samples from both young

(P0-P1) and adult (P30-P45) mice. For each receptor subtype two different regions of mRNA

sequence were selected: a region in the 5’ half and another close to the 3’ end region. Ad-

ditionally one primer set was designed for amplification of housekeeping gene, g-actin. PCR

primers based upon various mPrP cDNA regions were also designed for PrP gene. These were

used for RT-PCR analysis in order confirm the presence of mPrP RNA in WT hippocampi, and

its absence in hippocampi obtained from PrP-null; these results matched genomic sequencing

results.

Reverse Transcription. Approximately 5 µg total RNA was used per each reverse tran-
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scription reaction using superscript III and oligo-dT- primers. After the first strand synthesis

RNA was digested by treatment with RNAse H. The single stranded cDNA was stored at -20�C

till use in PCR with appropriate oligonucleotide pairs and Taq polymerase (Invitrogen). After

amplification for 25, 30 and 40 cycles, the products were analyzed by agarose gel electrophore-

sis. These experiments were performed in a blinded manner and performed on tissues obtained

from two or more independent pairs of WT and PrP-null animals.

4.2.4 Electrophysiology and Imaging

Electrophysiology. All slice and cultured cell recordings utilized a standard extracellular solu-

tion, ACSF, containing the following (in mM): NaCl, 125; KCl, 5; NaH2PO4, 1.25; MgSO4,

2; CaCl2, 1.5; NaHCO3, 25; D� glucose, 10, pH ⇡ 7.4 when bubbled with with 95% O2

and 5% CO2. Osmolarity was 310±5 mOsm. For recording seizure-like events, in a model

of spontaneous recurrent seizures, the superfusing ACSF was switched to one containing no

MgSO4 (zero-magnesium model). All field recordings were performed in the CA1 layer of the

hippocampus. Evoked (orthodromic) field responses were delivered using a bipolar stimulat-

ing electrode placed in the Scheffer collaterals. Extracellular potentials were recorded using a

patch pipette filled with 150 mM NaCl.

Successful electrophysiological recordings were made from neuronal cultures between DIV

(days in vitro) 10 to 16. Recordings were made in the whole-cell configuration of the patch-

clamp technique in both voltage- and current-clamp modes. Miniature postsynaptic currents

(mPSCs) were recorded in voltage-clamp mode from putative pyramidal neurons using either

Axopatch 200B or Multiclamp 700B amplifiers (Molecular Devices). For recording excita-

tory (i.e. AMPA/Kainate and NMDA) mEPSCs a holding potential of -60 mV was used to

obtain maximal responses. Inhibitory GABAA mIPSCs were recorded at a holding potential of

+10 mV. Current-clamp recordings were made in I-Fast mode with cells hyperpolarized to -70

mV. The intracellular solution for voltage-clamp experiments contained the following (in mM):

100 Cs-gluconate, 1.7 CsCl, 10 ethylene glycol bis(2-aminoethyl ether)-N,N,N’N’-tetraacetic

acid (EGTA), 5 MgCl2, 40 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), and

adjusted to pH 7.3 with CsOH. The intracellular solution for current-clamp experiments con-
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tained the following (in mM): 100 K-gluconate, 1.7 KCl, 0.6 EGTA, 5 MgCl2, 40 HEPES, and

adjusted to pH 7.25 with KOH. Both internal solutions were supplemented with (in mM): 2

Tris-ATP, 0.5 Na-GTP, and 5 phosphocreatine. The standard extracellular bath solution was

ACSF. The following agonists and antagonists were used for isolating specific synaptic cur-

rents: for recording AMPA/Kainate EPSCs we used 0.5 µM TTX (Alomone), 100 µM Pi-

crotoxin (Sigma) in standard 2 mM Mg+2. For isolating NMDA EPSCs or whole-cell cur-

rents we used 15 µM CNQX (6-Cyano-7-nitroquinoxaline-2,3-dione disodium salt) and 20

µM Glycine, which were added to a zero-magnesium ACSF in the presence of TTX and Pi-

crotoxin. Ifenprodil (3 µM) was used in experiments were selective block of NR2B subunit

function was required. Miniature GABAergic IPSCs were recorded in ACSF with 2 mM Mg+2

in the presence of CNQX and TTX. Current-clamp recordings were performed in standard

ACSF in the absence of any drugs. All experiments were performed at 32 ± 1�C with perfu-

sion rates near 1-2 ml/min. Patch electrodes had a tip resistances ranging from 5 to 8 MW when

filled with internal solution. The resistance to ground of the whole-cell seal was 2-8 GW before

breakthrough. For voltage-clamp experiments only cells with series resistances less than ⇡ 40

MW and leak currents less than ⇡ 100 pA were considered in the analysis. For current-clamp

recordings only neurons with input resistances less than ⇡ 250 MW and resting membrane

potentials more hyperpolarized than -50mV were considered for analysis. For NMDA puff

experiments a second micromanipulator with a patch pipette was brought in the vicinity of the

cell soma; position and distance were kept as constant as possible using video guidance with

designated markings on the viewing monitor for cell center in relation to the puff electrode

placement. NMDA was applied at a concentration of 100 µM (made in external solution) and a

pressure of 8 psi; the electrode tip diameters were similar to those used for the whole-cell patch

experiments. The three puff durations used (50, 100, and 500 ms) were computer controlled

for timing and initiation using a DigiData 1322A (Molecular Devices); the transistor-transistor

logic (TTL) pulse was also digitized by the DigiData, allowing for the determination of the

puff; on time relative to the recorded NMDA currents. Electrophysiological data was acquired

in PClamp 9.2 using a DigiData 1322A. For voltage-clamp recording an 8-pole low-pass filter

with fc = 2 kHz was used with a fs = 10 kHz sampling rate; current clamp recordings used an



123

fc = 10 kHz in conjunction with a fs = 50 kHz sampling rate. Recordings of spontaneous ex-

citatory miniatures were analyzed using MiniAnalysis (Synaptosoft Inc). All recordings were

processed using an in-house software package developed in Matlab (Mathworks Inc.) by the

author. Statistical analyses were performed using SigmaStat (SPSS Inc). Statistical analysis,

unless stated otherwise, was performed using t-test for comparing two groups, and one-way

analysis of variance (ANOVA) for comparison of multiple groups vs. control using the Bon-

ferroni variant. Mean values for miniature postsynaptic current parameters was computed as

a mean of means. Specifically, a mean value (e.g. mEPSC amplitude) was computed for all

events recorded in a cell and then averaged (e.g. mean of means mEPSC amplitude) for sub-

sequent comparison between WT and PrP-null animals. Raw values were used for calculating

cumulative probability. In instances where the total number of events was different between

WT and KO conditions (e.g. 450 mEPSCs in WT and 700 in KO), we used SPSS to ran-

domly sample 450 events from the 700, and these were used for subsequent analysis. This

was done in order not to bias calculation of cumulative ensemble-type statistics. Cumulative

probability plots were compared and significant differences were established for p  0.05, us-

ing the Kolmogorov-Smirnov test. Statistical significance was reported for quantities with p

 0.05 (single asterisk), and p  0.001 (double asterisks). All other analysis and plotting was

performed using PClamp 9.2 and/or Origin 7.5 (OriginLab).

Immunofluorescence Microscopy of Neuronal Cultures. All imaging was performed on

an upright Axioskop 2 FS (Carl Zeiss, Germany) microscope with IR-DIC and fluorescence

capability. Images were visualized through water-immersion objectives: either Achroplan 40x

0.8 NA or Achroplan 63x 0.95 NA. Epifluorescence was visualized through dichroic mirrors

with the following excitation—emission (wavelength in nm) filter properties: 450-490—515-

565 (green channel), 500-520—535-565 (yellow channel), and 530-585—Long-pass 615 nm

(red channel). Imaging was typically performed using unmounted coverslips in phosphate-

buffered saline (PBS). Images were acquired using a CCD camera with on-chip signal integra-

tion (Watec 120N) and sampled by a high-resolution video capture card.

Cells were grown on glass coverslips and were briefly rinsed with PBS and fixed for 15 min

with 4% paraformaldehyde (PFA) at room temperature. Coverslips were rinsed three times with
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PBS and after blocking nonspecific binding with blocking buffer (3% bovine serum albumin

in PBS). They were incubated overnight at 4�C with the primary antibody in blocking buffer.

Pre and postsynaptic contacts were visualized by co-staining with anti-Synapsin-I (Chemicon,

1:1000) conjugated with Alexa Fluor 568 goat anti-rabbit IgG (Invitrogen, 1:1000), and Anti-

NR1 (Synaptic Systems, 1:500) conjugated with Alexa Fluor 488 goat anti-mouse IgG (Invit-

rogen, 1:1000). NR2D subunit distribution was detected using a polyclonal antibody raised

against a peptide mapping to the N-terminus of the NR2D subunit - anti-NR2D (Santa Cruz,

R-20 1:300) conjugated with either Alexa Fluor 488 donkey anti-goat IgG, or Alexa Fluor 568

donkey anti-goat IgG; both secondary antibodies were used at 1:1000 dilution. Post-secondary

staining, the coverslips were subjected to three washing cycles with PBS and then stored in

PBS containing a drop of Vectashield anti-fade reagent (Vector Laboratories). All immunos-

taining of neuronal cultures was repeated on a minimum of two independent culture rounds for

NR1 and greater than three for NR2D.

4.2.5 Immunoblotting

Fresh brain tissue was removed and the hippocampal region was quickly dissected under a mi-

croscope and used as a sample. Neonatal samples were collected from P0-P1 pups, whereas

adult samples were obtained from P30-P45 mice. The tissue was homogenized by gently jounc-

ing thirty times in a glass tissue homogenizer in cold lysis buffer (100mM NaCl, 10mM Tris.Cl

pH 8.0 0.5% Triton X-100, a cocktail of protease inhibitor). After incubating on ice for 1 hour

the supernatant was collected. The homogenate was centrifuged at 10,000 x g for 20 min at

4�C and supernatant was collected. Protein concentrations were determined by comparison

with a known concentration of bovine serum albumin using a kit (BioRad). 20 - 30 µg of

protein was load per lane onto a 10% SDS polyacrylamide gel and run under constant voltage.

Proteins were transferred electrophoretically at constant voltage from polyacrylamide gels to

nitrocellulose in 20 mM Tris, 150 mM glycine, and 20% methanol. Membrane was dried and

briefly rinsed with PBS and then incubated in blocking buffer (5% milk in PBS containing 0.5%

Tween-20) overnight at 4�C. Membrane was briefly rinsed with PBST and incubated with suit-

ably diluted primary antibody (Anti-NR2D 1:200, Santa Cruz) in PBS containing 1% milk and
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0.5% Tween-20. After 2 hours at room temperature, the membrane was washed three times in

the PBS containing 0.5% tween-for 30 min. Membrane was incubated for 1 hour in HRP conju-

gated second antibody (1:10000) and antigen was detected using enhanced chemiluminescent

horseradish peroxidase substrate (ECL, Amersham Biosciences). Immunoreactive bands were

visualized following exposure of the membranes to Hyperfilm MP (Amersham Biosciences).

These experiments were performed in a blinded manner and using tissues obtained from three

independent pairs of WT and PrP-null animals.

4.2.6 ELISA Assays

Hippocampal neurons (DIV 14) were fixed in 4% PFA followed by 2 x 5 min. washes with

PBS. Half of the cells were permeabilized with 0.1% Triton-X100 for 5 min. followed by a 30

min. incubation in blocking solution (PBS+3% BSA). Expression of NR2D was measured us-

ing extracellular antibody (Ab, 1:200, also see Section 4.2.4) and an HRP-conjugated donkey

anti-goat (1:1000, Antibody Jackson Immunoresearch). SuperSignal ELISA femto maximum

sensitivity substrate (Pierce) was added and the luminescence was measured with a Victor 2

luminometer (Perkin Elmer) as described previously [7]. The ratio between signals obtained

from non-permeabilized neurons (i.e., surface expression) and permeabilized (i.e., total expres-

sion) was then calculated from 12 coverslips (6 permeabilized, 6 non-permeabilized) with WT,

and 10 coverslips with PrP-null neurons.

4.2.7 Excitotoxicity Assays

Primary hippocampal cultures between DIV 16-18 were used in NMDA excitotoxicity assays.

Coverslips with plated WT or PrP-null cells were transferred to a new 24-well dish with fresh

medium. Cells were exposed to vehicle (control) or NMDA for at varying concentrations (in

mM: 0.3, 0.6, 1.0) for 20 min. Coverslips were then transferred back to their originating wells

and allowed to recover for 24 hours post-exposure. Cells were then exposed to Trypan blue

dye (0.4% stock diluted 1:100) for 1 min. Coverslips were washed in 3 x PBS and fixed

with 4% PFA. These coverslips were then stained with a TUNEL (Terminal transferase dUTP

nick end labeling) cell death detection kit (Chemicon) and the number of TUNEL-positive
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cells counted for each NMDA concentration. Imaging was performed in PBS for Trypan blue

stained cells and on mounted coverslips for TUNEL stained cells. For each imaging session,

ten randomly selected fields were imaged using conventional light microscopy. Within each

field, the total number of cells was visualized by either DIC (for Trypan blue) or via counter

staining with methyl green (for TUNEL). The number of Trypan blue and TUNEL cells were

counted during independent imaging sessions. The number of postiviely stained cells (either

Trypan or TUNEL) is reported as a fraction of the total number of cells taken as an average

over the imaged fields. All in vitro excitotoxicity experiments were repeated using at least two

independent culture rounds.

4.3 Results

4.3.1 PrP-null Mice Exhibit Greater Basal and Seizure-like Excitability

Hippocampal synaptic physiology was examined in WT and PrP-null mice. Using a stimulating

electrode placed in the Scheffer collaterals, synaptic responses were recorded in the CA1 layer

of horizontal hippocampal slices in normal ACSF. Paired-pulse (D t = 60 ms) stimulation was

used in order to assess paired-pulse facilitation (PPF). In WT slices, the synaptic responses

observed were typical of hippocampal slice physiology with waveforms exhibiting a robust

presynaptic volley, a sharp downward deflecting population spike, and upward deflecting field

EPSP (fEPSP). These were observed for each pulse (P1 and P2) along with paired-pulse facil-

itation as evident by an augmented population spike amplitude in P2 relative to P1 (top, Fig.

4.4A). Paired pulses evoked in slices from PrP-null mice exhibited similar waveform properties

such as PPF but also showed a key difference in the number of overriding population spikes

on the fEPSP. This observation is suggestive of a basal increase in excitability that is present

under normal extracellular ionic conditions. The cellular correlate of these additional spikes

is relatively synchronous ensemble neuronal firing (such as 2-3 spikes) in response to the field

stimulus. We also examined the minimum stimulus threshold required to evoke a single popu-

lation spike and observed that in PrP-null slices this value is reduced, which is consistent with

elevated basal hyperexcitability (top left, Fig. 4.4B). In addition, the stimulus intensity required
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to reach maximal threshold, where the peak population spike amplitude attains a plateau, was

significantly lower for PrP-null slices (top right, Fig. 4.4B). This is consistent with the notion

that greater basal excitability results in less potential for subsequent enhancement of synaptic

potentials. Quantitative analysis of the number of population spikes within each pulse (P1 &

P2) revealed that PrP-null slices consistently displayed more than a single population spike un-

der normal (ACSF) recording conditions (bottom right, Fig. 4.4B). Robust PPF was observed

in slices from both WT and PrP-null mice, however, the extent of facilitation was not different

between these two groups (bottom left, Fig. 4.4B).
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Figure 4.4: Field potentials recorded in the CA1 layer of hippocampal slices perfused in ACSF.
(A) Paired-pulses evoked by stimulation of the Scheffer collaterals and recorded in the CA1
layer of horizontal hippocampal slices from P30-P45 mice. In standard ACSF, both WT and
PrP-null slices exhibit paired-pulse facilitation. Note that the PrP-null slices show the pres-
ence of several population spikes superimposed on the field EPSP. (B) (clockwise) Stimulation
threshold to evoke a single minimum amplitude population spike was significantly lower in
PrP-null slices. Similarly, PrP-null mice reached max stimulation threshold; this was measured
as the potential where the first population spike amplitude reached a plateau. The number of
population spikes within each pulse (P1 & P2) were calculated and found to be increased for
PrP-null slices. Slices from KO mice often exhibited more than a single population spike.
Paired-pulse facilitation (PPF) was also examined by taking the ratio of the first (maximal)
population spike amplitude (P2:P1). Both WT and PrP-null slices exhibited PPF, however this
increase was not different amongst them. Numbers in parentheses indicate number of slices.

Given that PrP-null mice have been shown to exhibit greater sensitivity to in vivo pharmacologically-
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induced seizures, and the observation that PrP-null slices exhibit a greater basal level of ex-

citability, we proceeded to investigate differences in hippocampal synaptic physiology under

a hyperexcitable state. Brain slices were initially recorded from in normal ACSF where field

responses were acquired and observed to be stable. This was assessed by a relatively constant

population spike amplitude. Slices were then exposed to an external solution containing zero

Mg+2 (ZM-ACSF) and over a period of minutes to tens of minutes, a state of hyperexcitabil-

ity was achieved. ZM-ACSF promotes the development of spontaneous recurrent seizure-like

events (SLEs) [275]. Although we recorded from upwards of 70 slices (separately for WT

and PrP-null mice), we analyzed only slices that went on to exhibit SLEs (⇡ 70% of slices).

The fact that some of the slices did not exhibit spontaneous SLEs has been observed previously

[174], and is believed to be caused by factors such as lack of preserved network circuitry during

slicing [94]. Approximately 5 min. after perfusion with ZM-ACSF, evoked synaptic responses

were assessed using the paired-pulse stimulus (Fig. 4.5A). Both WT and PrP-null mice ex-

hibited hyperexcitability in response to ZM-ACSF perfusion and exhibited a marked increase

in the number of population spikes. Moreover, the ability to induce PPF was less under this

hyperexcitable state. This observation is expected given that PPF is inversely proportional to

the probability of presynaptic transmitter release, which is augmented as a result of the induced

hyperexcitability. Furthermore, the first evoked response (P1) is more likely to trigger a larger

synaptic response. In ZM-ACSF, the number of population spikes in response to each pulse

was increased, but this increase was greater for slices from PrP-null mice (top left, Fig. 4.5B).

As alluded to earlier, in a majority of slices, prolonged perfusion with ZM-ACSF results in the

appearance of spontaneous epileptiform discharges that culminate with the occurrence of SLEs

(see Fig. 4.6A). The time to the appearance of the first epileptiform discharge, upon initiating

ZM-ACSF perfusion, was quantified and found to be significantly shortened for PrP-null slices.

(top right, Fig. 4.5B). This supports the idea that an increased level of basal excitability for PrP-

null slices is also maintained during a hyperexcitable state. Similarly, for slices that exhibited

SLEs, the time to their first appearance was noted to be shorter, by several min. in slices ob-

tained from PrP-null mice (bottom left, Fig. 4.5B). However, once SLEs were observed, their

duration did not seem to be affected by the genotype of the animal (bottom right, Fig. 4.5B). In
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order to characterize possible differences between spontaneous epileptiform discharges in WT

and PrP-null slices, we used a Fourier-based analysis (similar to that in Section 3.2.2). Briefly,

the cumulative power spectral amplitude for each discharge was computed for five frequency

bands (0-500 Hz, 100 Hz for each bandwidth). This was performed for 500 randomly selected

discharges each from SLEs in WT (n = 18) and PrP-null (n = 21) slices. Discharges recorded

in PrP-null mice consistently showed a greater composition of higher frequency oscillations

in two power spectral bands (100-200 and 200-300 Hz). The presence of high frequency os-

cillations within epileptiform discharges (specifically � 200 Hz) has been associated with the

existence and degree of an underlying epileptic condition (see Section 3.1.2). Taken together,

these findings indicate that spontaneous seizure-like activity in PrP-null slices is more severe,

which is consistent with the increased hyperexcitability in response to removal of extracellular

magnesium.

4.3.2 Alterations in Excitatory and Inhibitory Synaptic Currents in PrP-null Mice

Based on our findings in brain slices, we investigated glutamatergic and GABAergic sponta-

neous synaptic currents, which are key factors in shaping synaptic responses in the hippocam-

pus. In addition, evoked NMDA receptor currents were examined to further elucidate the

possible involvement of specific glutamatergic receptor subtypes in bringing about greater ex-

citability in PrP-null neurons. These experiments were performed in primary hippocampal

neuronal/glial co-culture (DIV 12-16) allowing for examination of isolated synaptic currents.

Although perhaps more physiological in a slice setting, these currents are more difficult to

separate due a greater number of interacting experimental variables (e.g. glutamate spillover

resulting in synaptic cross-talk). Moreover, the culture setting allows for easier access to the

cells and the ability to perform experimental manipulations involving techniques such as tran-

sient transfection.

AMPA-mediated miniature excitatory postsynaptic currents (mEPSCs) were recorded in

primary cultured neurons from WT and PrP-null mice. These were performed in the presence

of TTX, picrotoxin, and standard 2 mM Mg+2 ACSF. mEPSCs were analyzed for waveform

attributes such as: frequency, amplitude, rise time, and decay time (Fig. 4.7A). The mean
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Figure 4.5: Field potentials recorded in the CA1 layer of hippocampal slices perfused in zero–
magnesium ACSF (ZM-ACSF) resulting in a hyperexcitable state. (A) Paired-pulses evoked
in zero magnesium using the same stimulation protocol as in Fig. 4.4. In ZM-ACSF solutions,
both WT and PrP-null slices are hyperexcitable as seen by the presence of several population
spikes overriding the field EPSP for both pulse 1 and 2. Upon perfusion with ZM-ACSF for
several min., spontaneous seizure-like events (SLEs) are observed that begin with the appear-
ance of epileptiform discharges that increase in frequency and then terminate (see Fig. 4.6).
In some slices, SLEs can reoccur every few min. after their first appearance. The evoked re-
sponses were recorded prior to the appearance of any SLEs but approximately 5 min. after
start of ZM-ACSF perfusion. (B) (clockwise) The hyperexcitability brought on by ZM-ACSF
is clearly visible by the increase in the number of population spikes in P1 and P2; PrP-null
slices exhibited a greater number of populations spikes within each pulse. The time required to
bring about the first epileptiform discharge upon starting ZM-ACSF was significantly shorter
for PrP-null slices. In addition, the time to the start of the first full-blown SLE was also short-
ened. Once observed, the duration of the seizure-like event did not differ between WT and
PrP-null slices. Numbers in parentheses indicate number of slices.
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Figure 4.6: Waveforms and analysis of discharges in zero magnesium-induced seizure-like
events. (A) A recording of a typical SLE from a WT slice. After several min. of perfu-
sion in ZM-ACSF (ranging from 4 min. for PrP-null to 20 min. in WT slices) spontaneous
epileptiform discharges appear, increase in frequency to the point of a full-blown SLE, which
is typically characterized by a flip in the polarity of the waveform and a rapid succession of
population spikes (arrow). The SLE terminates and recordings return to a quiescent baseline
from which other SLEs can arise every few min. (B) Bandwidth-limited Fourier transform
analysis of 500 randomly selected discharges from either WT or PrP-null slices during SLE
activity showing that PrP-null mice exhibit faster frequency components in their discharges
with greater 100-200 Hz and 200- 300 Hz signal components.

AMPA-mediated mEPSC amplitude was found to be slightly, but significantly, increased in

PrP-null neurons without any apparent alterations in other waveform parameters. These ob-

servations are consistent with a fractional increase in AMPA-mediated synaptic currents. The

recorded currents were successfully blocked by CNQX, an AMPA/Kainate receptor antagonist

(data not shown). We next examined the effect of PrP on long-term depression (LTD) in the

in vitro hippocampal slice and observed that for adult mice (P30-45); there appeared to be no

differences in the efficacy of LTD induction or recovery to baseline synaptic responses (Fig.

4.7B). Miniature inhibitory postsynaptic currents (mIPSCs) were also recorded in WT and

PrP-null cultured neurons in the presence of TTX, CNQX, and standard 2 mM Mg+2 ACSF.

Miniature IPSCs were analyzed and found to display increased rise time and decay time in

PrP-null neurons (Fig. 4.8). Other parameters were seemingly unchanged. mIPSCs were

successfully blocked by picrotoxin, confirming that the currents recorded were generated by

GABAA receptor activity (data not shown).

NMDA-mediated mEPSCs were recorded in WT and PrP-null neurons in the presence of
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Figure 4.7: Alterations in AMPA receptor-mediated glutamatergic synaptic transmission. (A)
Miniature EPSCs were recorded in cultured pyramidal neurons (DIV 12-16) from WT and
PrP-null mice. Analysis of mEPSCs revealed an increase in the mean amplitude of spontaneous
postsynaptic potentials (p 0.05) without alterations in any of the other waveform parameters.
Number of cells recorded in parentheses. (B) LTD in the CA1 region of hippocampal slices
from adult (P30-P45) WT and PrP-null mice. The conditioning pulse was paired-pulses (Dt =
60 ms) delivered at 1 Hz for 15 min at the Scheffer collateral. Analysis of field EPSP slope
revealed no statistically significant differences in the extent of induced LTD or the time course
of its recovery to baseline. Numbers in parentheses indicate number of cells.
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Figure 4.8: Alterations in GABAA receptor-mediated synaptic transmission. Miniature IPSCs
were recorded in WT and PrP-null pyramidal neurons in culture. Analysis of mIPSC wave-
forms revealed slightly prolonged rise and decay times (p  0.05). Number of cells recorded
in parentheses.

TTX, picrotoxin, CNQX, glycine and ZM-ACSF (see methods Section 4.2.4). Visual inspec-

tion of raw current traces revealed the presence of large amplitude mEPSCs in PrP-null neurons

[range ⇡ 10-200 pA] when compared with WT [range ⇡ 10-100 pA] (Fig. 4.9A). In addition,

prolonged decay of NMDA-mediated mEPSCs were observed in PrP-null neurons. mEPSCs

were analyzed for waveform characteristics. Cumulative probability curves were computed for

all waveform parameters and displayed for amplitude and decay time (Fig. 4.9B); these curves

are computed based on histogram distributions (Fig. 4.9C), showing significantly larger and

prolonged currents for PrP-null neuons. Note that in the case of mEPSC amplitudes, the shape

of the distribution is largely unaltered, whereas the distribution is shifted to larger amplitudes.

This fact is visualized also from cumulative probability curves that look similar in shape but

are shifted in relation to each other (Fig. 4.9B, Kolmogorov-Smirnov test p  0.05). These

differences were also evident from the mean values for mEPSC amplitude and decay time (Fig.

4.9D).

In order to determine evoked NMDA current kinetics we recorded whole-cell currents in

response to transient (puff) application of NMDA (100 µM in external solution). Currents

were evoked using three different puff durations (50, 100, and 500 ms). NMDA receptor cur-
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Figure 4.9: Alterations in NMDA receptor-mediated glutamatergic synaptic transmission
recorded in the presence of TTX, CNQX, picrotoxin, and glycine. (A) Current traces recorded
from a WT and PrP-null hippocampal neuron in culture (DIV 12). Larger amplitude mEPSCs,
showing prolonged decay times are visible in PrP-null neurons. (B) Cumulative probabilities,
obtained from a normalized cumulative sum, from mEPSC amplitude and decay time distribu-
tions in (C). A clear rightward shift is observed in both distributions for amplitude and decay
time. (D) Mean values for several EPSC waveform parameters showing an increase EPSC
amplitude and prolonged decay time (p  0.001). Numbers in parentheses indicate number of
cells.
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rents were recorded in the presence of TTX, picrotoxin, CNQX, and glycine for both WT and

PrP-null neuronal cultures. The evoked currents were dramatically different between WT and

PrP-null neurons, with the latter exhibiting very prolonged deactivation kinetics (Fig. 4.10A).

This effect is easily appreciated by visual inspection of normalized (to peak amplitude) cur-

rents for each puff duration. The peak evoked current in response to NMDA application was

compared and found to be greatly increased for PrP-null mice in response to a 50 ms applica-

tion (Fig. 4.10B). Subsequently increasing durations of NMDA application did not markedly

affect the magnitude of the evoked current in PrP-null neurons but exhibited an increase for

WT neurons consistent with a dose-response relation (Fig. 4.10B). This observation suggests

that postsynaptic receptor affinity for NMDA is somehow increased in the absence of native

prion protein. Given vast differences in NMDA deactivation kinetics between WT and PrP-null

neurons, we quantified the time required to reach the half-max of peak amplitude, as measured

starting from the peak. For all durations of NMDA application, PrP-null currents exhibited a

greater degree of prolonged deactivation, beyond the linear increase observed for WT neurons

(Fig. 4.10C). Note that exponential (single and double termed) fitting was attempted but not

used due to inability to adequately fit the responses.

Given that NR1/NR2A and NR1/NR2B are the most common compositions of NMDA re-

ceptors, and that the presence of NR2B subunits result in slower deactivation kinetics as com-

pared with NR2A, we examined the contribution of NR2B receptor subunits to the observed

prolonged deactivation in PrP-null neurons. Currents were examined for the most dramatic

case, the 500 ms application of NMDA, and recorded first in the presence of control solutions

(TTX, picrotoxin, CNQX, glycine) and then evoked again with the addition of bath-applied

Ifenprodil (predominantly a NR2B antagonist, [74]). Evoked currents were slightly reduced

relative to baseline but exhibited further prolonged deactivation kinetics that was insensitive to

Ifenprodil block (Fig. 4.11A). These findings suggest that the highly prolonged deactivation

rates observed in PrP-null mice are not mostly dependent on the involvement of native NR2B

subunits.

These findings show that NMDA receptor function is enhanced in the absence of prion pro-

tein. However, knockout animals may exhibit other genetic abnormalities and/or developmen-
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Figure 4.10: Evoked whole-cell NMDA currents in WT and PrP-null neurons in culture. (A)
Sample NMDA-evoked whole-cell currents as a result of brief NMDA puffs (delivered at 50,
100, or 500 ms durations) at 100 µM (see Section 4.2.4). NMDA postsynaptic currents were
recorded at a holding potential of -60 mV in the presence of TTX, picrotoxin, CNQX, and
glycine. Current peak amplitudes have been normalized in order to compare prolonged de-
activation kinetics observed for PrP-null neurons for each puff duration. (B) Evoked current
amplitudes, for different puff durations of NMDA, for WT and PrP-null neurons. A large cur-
rent is observed in PrP-null neurons even for a 50 ms puff of NMDA, which remains relatively
unchanged for increasing puff durations (p  0.001). (C) Deactivation kinetics were mea-
sured by noting the time to reach half-max amplitude (from peak current). For each duration
of NMDA application tested, PrP-null neurons exhibit prolonged deactivation kinetics (p 
0.001). Numbers in parentheses indicate number of cells.
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tal alterations that could be the cause of the observed effects. In order to control for such factors

and to further explore a causal link between PrP and NMDA receptor function, we engaged in

transient transfection and RNAi experiments involving prion protein. PrP-null cultures were

transfected prior to plating with either (murine) mPrP cDNA or three RNAi constructs targeting

mPrP RNA species (along with YFP marker). Responses to a 500 ms application of NMDA

was examined in untransfected (in the same dish) and/or control YFP transfected neurons and

compared with PrP transfected cells. The transient expression of PrP was able to rescue the WT

phenotype by accelerating deactivation rates (Fig. 4.11B). When WT neurons were transfected

with RNAi constructs, NMDA currents exhibited prolonged deactivation that was reminiscent

of observations in PrP-null neurons (Fig. 4.11C).

4.3.3 Expression and Trafficking of the NR2D NMDA Subunit in PrP-null Mice

The prolonged deactivation kinetics observed in evoked whole-cell NMDA currents in PrP-

null mice is highly reminiscent of kinetics observed in transient transfection experiments of

NR1/NR2D receptors in expression systems [353]. In order to assess putative involvement

of NR2D subunits, we engaged in a series of experiments to assess mRNA transcript levels,

protein expression levels, and possible differential targeting to the membrane. These experi-

ments were performed for neonatal and adult (WT and PrP-null) mice in order to match the

developmental stages of neuronal culture and brain slice electrophysiological data. Transcript

levels for NR2D, as assayed by RT-PCR, were found to be similar between WT and PrP-null

neurons. No appreciable differences were observed for other NR2 subunits when comparing

WT vs. PrP-null transcript levels (Fig. 4.12A). Although neonatal NR2C transcript levels were

not examined, it is expected that they would not be different due to the fact that this particu-

lar subunit is mostly expressed in the cerebellum during neonatal development and therefore

would not be properly assayed in primary cultures from isolated hippocampi. Protein expres-

sion levels for NR2D were also assayed using Western blot analysis for both neonatal and adult

tissue samples and were found to be comparable between WT and PrP-null neurons.

We next examined NR2D expression patterns in cultured (� DIV 12) neurons. The NR2D

antibody used recognizes an extracellular (N-terminus) epitope allowing for visualization in
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Figure 4.12: RT-PCR and Western blot analysis of NMDA receptor subtypes during neonatal
and adult stages of development. (A) (top) RT-PCR analysis of transcript levels for ND2A,
NR2B, and NR2D showing the presence of mRNA species for these NMDA receptor subtypes
at a neonatal stage of development. (bottom) RT-PCR analysis of NMDA receptor subtypes
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and PrP-null NR2D expression. Experimental results were reproduced for tissues obtained
from neonatal and adult mice using at least two independent pairs of WT and PrP-null animals.
Note: RT-PCR experiments were performed by Dr. Jawed Hamid. Western blot experiments
were performed by Dr. Shahid Hameed.
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non-permeabilized cells. No significant differences in the pattern of NR2D subunit expres-

sion were observed between WT and PrP-null neurons (Fig. 4.13A). Expression of NR2D was

measured using the extracellular Ab in permeabilized vs. non-permeabilized cells (DIV 14).

Membrane expression was quantified through luminometrycally for each genotype and com-

pared with the total cell protein expression. No differences were observed between WT and

PrP-null cultures for the quantity of NR2D in the membrane vs. total protein (Fig. 4.13B). In

addition, the distribution of synapsin I and NMDA receptors, as putative markers of pre- and

postsynaptic contacts, was used to examine the possibility of gross morphological synaptic

alterations. However, after imaging many representative neuronal fields no appreciable differ-

ences were observed (Fig. 4.13C).

4.3.4 Elevated NMDA-mediated Cell Death in PrP-null Mice

The observation of increased NMDA activity in PrP-null mice both at the level of sponta-

neous and evoked synaptic currents, suggests that these mice may be more susceptible to

glutamate/NMDA-mediated excitotoxicity. We examined this prospect in mature hippocam-

pal cultures transiently (20 min.) exposed to NMDA at varying concentrations and allowed to

recover (24 h). Cell death was evaluated using two markers: Trypan blue and TUNEL (Fig.

4.14A). Trypan blue is a dye that becomes incorporated into cells with compromised cell mem-

branes, and therefore can be considered as a late marker of neuronal death as compared with

TUNEL. TUNEL staining is a technique used to detect DNA fragmentation and was used to as-

say the fraction of TUNEL+ cells due to NMDA exposure in WT and PrP-null cultures. It was

observed that PrP-null neurons exhibited a greater degree of cellular DNA damage, consistent

with cell death, for increasing concentrations of NMDA (0, 0.3, 0.6, 1.0 mM); this increase

exhibits a dose-response relation (Fig. 4.14B). In fact, increased cell death was observed for

PrP-null neurons using Trypan blue staining (Fig. 4.14C). This increase was evident for the

control condition and remained relatively constant until NMDA was increased from 0.6 mM to

1.0 mM. The fraction of dead cells was relatively constant in WT neurons despite increasing

concentrations of NMDA. We believe that this may be artifactual - Trypan blue (relative to

TUNEL) is perhaps a less specific but more sensitive marker. It will also stain all dead cells
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tures. (A) Light microscope images of neuronal cultures after 20 min. of exposure to NMDA
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Note: The TUNEL staining was performed by Dr. Shigeki Tsutsui.
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that may have been present during the early days of recovery post-plating. This may explain

why the fraction of Trypan blue positive cells does not change dramatically until an order of

magnitude greater NMDA concentration is used to induce toxicity. Nonetheless, a consistently

greater fraction of dead cells was observed for PrP-null vs. WT neurons.

4.4 Discussion

4.4.1 Overall Findings

Ever since its discovery as an endogenous protein, the physiological functions of PrP have re-

mained unclear. Their ubiquitous expression across many tissue types, with particularly high

expression in nervous tissue, has pointed to a functional role in neuronal and/or glial elements.

The disease state associated with prion proteins affects the central nervous system and alters

cellular function, via a misfolded variant of the prion protein. It is this misfolded form that ul-

timately results in cellular death via apoptotic pathways [272]. The fact that prion proteins are

found in several forms within neurons suggests that PrP is a complex protein with the potential

of interacting with a multitude of other proteins within the cells. Perhaps the most powerful

evidence for this comes from the observed cellular stress, in the presence of the misfolded pro-

tein, that ultimately results in cell death. Prion protein has been localized to synaptic contacts,

even though its precise localization to pre and/or postsynaptic membranes are still being fully

explored. This localization has suggested that PrP may play an important role in synaptic physi-

ology. Indeed, observations suggesting that PrP-null mice exhibit changes in synaptic plasticity

have contributed to this notion. As might be expected for a complex protein such as PrP, its

physiological effects are equally diverse and probably extend beyond one particular aspect of

synaptic function. PrP-null mice display phenotypes at the level of excitatory and inhibitory

neurotransmission, altered ion channel function, altered gross structural changes relevant to

neurite growth and axonal sprouting , impaired spatial learning, and increased susceptibility

towards cell death [64, 213, 63, 62, 71, 56, 53, 21].

Our results add to the diversity of synaptic effects of prion protein by identifying a novel tar-

get - the NMDA receptor. Our findings show that absence of prion protein results in markedly
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enhanced receptor function. This effect is observed both in spontaneous and evoked whole-

cell NMDA currents. The enhanced activity appears to be of postsynaptic origin and is also

conserved throughout development as it was observed in both primary cultures (neonatal) and

brain slices (adult). Furthermore, the observed effect on NMDA receptor currents in PrP-null

mice does not seem to arise from a diffuse developmental effect due to long-term absence of

PrP. This is supported by the fact that WT neurons could be made to exhibit receptor activa-

tion kinetics observed in PrP-null neurons via RNAi experiments. Similarly, PrP-null neurons

could be rescued by transient transfection of PrP cDNA. The enhanced NMDA activity was

also recorded in the form of hyperexcitable synaptic activity in the CA1 layer of hippocampal

slices. PrP-null mice displayed a basal reduction of threshold towards excitability and were

more susceptible to seizure-like activity in an NMDA-based in vitro seizure model. NMDA

receptor currents were altered in two principle ways: receptor affinity for NMDA (and by ex-

tension glutamate) was greatly enhanced as suggested by large amplitude currents in response

to brief NMDA application. Also, both miniature and evoked whole-cell currents displayed

very prolonged deactivation kinetics.

These results suggest that the observed increase in NMDA receptor currents in PrP-null

mice can cause the hyperexcitability observed in CA3/CA1 synaptic responses. Moreover, this

increase manifests a greater susceptibility towards NMDA-mediated excitotoxic cell death.

This latter finding provides a novel link between the well established role of NMDA receptors

in excitotoxicity and a possible mechanism for cellular death associated with the prion protein

disease state. These experimental results are in support of the notion that prion protein serves

a physiological neuroprotective role.

4.4.2 Functional Relevance of Experimental Findings

We observed greater basal excitability in CA3/CA1 hippocampal synapses in PrP-null mice

as manifested by the presence of multiple population spikes and lower thresholds for evoking

synaptic responses. These findings are consistent with early reports suggesting that these mice

can exhibit greater excitability in the hippocampus [358, 64, 62, 216]. In addition, several

reports suggest that PrP-null mice exhibit a lower threshold for LTP induction [213, 212].
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However, the generation of LTP in WT vs. PrP-null mice is somewhat controversial with some

reports showing either no changed or diminished LTP in PrP-null mice [204, 64, 147, 79].

The precise cause of these differences remains unresolved but could be due to experimental

conditions and also inter-strain differences between KO animals and their method of generation

[364].

Our findings showing no differences in paired-pulse facilitation are consistent with pre-

vious reports [45, 79] and suggest that loss of PrP does not necessarily result in presynaptic

factors governing neurotransmitter release, as assayed by this technique. However, this does

not preclude a functional presynaptic role for PrP given its localization to presynaptic, as well

as, postsynaptic membranes [244, 119, 146, 287]. Also, consistent with increased seizure

severity and mortality in several in vivo models of epilepsy [358], we observed that PrP-null

mice show increased susceptibility towards in vitro zero-magnesium induced seizure-like ac-

tivity. Although patients with CJD can experience seizures, this is not a common finding [370].

Therefore, the clinical link between loss of PrP and altered seizure threshold is tenuous. Thus,

these results must be interpreted with some caution, perhaps, better placed in the context of al-

tered excitability. Nonetheless, altered seizure threshold in the zero-magnesium model served

as an indication of altered glutamatergic transmission, in particular involving NMDA receptors.

PrP-null mice were more susceptible to kainate induced seizures in vivo and have recently

been shown to exhibit greater excitotoxicity in response to kainic acid [358, 278]. Our ob-

servations concerning AMPA/kainate mEPSCs showed slightly increased quantal amplitudes,

which could be caused by increased presynaptic quantal size, increased postsynaptic receptor

function, and/or increased receptor expression. This change may also be due to alteration of re-

ceptor subunits or modifications thereof (e.g. alternate splicing). This latter alteration is known

to modulate unitary AMPA conductances [140, 278]. Consistent with changes in subunit com-

position for AMPA-mediated excitotoxicity, the study by Rangel et al. suggests that GluR6

and GluR7 expression are elevated [278]. In the context of our observations, it is conceiv-

able that evoked AMPA currents may also be augmented. Taken together, our findings are in

agreement with increased AMPA-mediated excitotoxicity, although this notion requires further

experimental validation. In adult animals, AMPA/kainate as well as mGluR receptor function
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is believed to play a role in LTD induction (reviewed in [171]). However, we observed no dif-

ferences in LTD between WT and PrP-null mice in the CA1 layer of hippocampal slices. It is

challenging to interpret this finding, however, it does evoke caution when translating changes

at the level of isolated spontaneous synaptic currents to synaptic transmission at the level of

intact hippocampal circuits. In addition to alterations in AMPA/kainate activity in PrP-null

mice, we observed slight modifications of GABAA-mediated IPSCs in the form of prolonged

rise and decay times. Although these changes are quite small, they are consistent with earlier

findings showing similar effects for synaptically evoked GABAA currents [64].

Our main finding is that NMDA receptor currents are enhanced in the absence of PrP ex-

pression. NMDA currents exhibit greater amplitude during basal miniature activity and in

response to brief NMDA application. In addition, NMDA current decay times were greatly

slowed. The prolonged decay of NMDA receptor currents in PrP-null mice is most consistent

with a change in deactivation kinetics and not receptor desensitization [353, 164].

The observed increase in postsynaptic NMDA currents can be caused by several factors,

and in the context of our experimental findings, it is entirely possible that either one or several

of these may be responsible for the observed effects. These include: modification of synaptic

architecture in a way that would facilitate potentiation, allosteric modulation of the receptor

resulting in a conformational change for either the ligand or cofactor binding sites, modulation

via pathways involving the action of phosphatases and/or kinases, increased receptor expres-

sion and/or targeting to synaptic contacts, and finally, possible alterations in NMDA receptor

subunit composition.

Protein-protein Interactions. The fact that PrPC, in its most common form, is extracellular

and GPI-anchored to the membrane has prompted some investigators to speculate that it may

play a role in synapse formation and/or modulation of synaptic contacts [64]. Recent studies

have shown that PrP aids in the localization of NCAM to lipid rafts where it can participate

in Fyn tyrosine kinase signalling that ultimately promotes neurite outgrowth [166, 290, 297].

However, the membrane bound form of PrP does not seem to be necessary in this interaction

given that NCAM-mediated neurite growth occurs with equal robustness for PrP-null neurons

[290]. Nonetheless, PrP has been shown to be secreted by neurons into the extracellular en-
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vironment [143, 13]. Thus, the pro-neurite growth effects that seem to depend on this form

of PrP are perhaps altered in PrP-null mice resulting in altered NCAM-mediated signalling

that somehow could affect NMDA receptor function. NCAM has been shown to be important

in accumulating spectrin at postsynaptic densities that ultimately leads to the recruitment of

receptors such as the NMDA [328]. Another possible explanation for our findings, although

highly speculative, may be that PrP serves as a form of synaptic adhesion molecule that may

have a presynaptic partner. Thus, via a pre- and/or postsynaptic interaction, membrane an-

chored PrP can somehow cluster NMDA receptors under physiological conditions. If such a

mechanism were in place, in PrP-null neurons this interaction would be lost and NMDA recep-

tors would take on a different synaptic distribution. Our immunostaining experiments which

visualized the obligatory NR1 subunit and synapsin-I suggest that gross synaptic remodeling

does not take place. However, these observations do not exclude more subtle changes at the

ultrastructural level, which may result in large effects on synaptic transmission.

Alternatively, PrP may act directly on the NMDA receptor via an extracellular protein-

protein interaction (e.g. with large NMDA receptor N-terminus) and result in its allosteric

modulation. Such a modulation can affect the glutamate and/or glycine binding sites. In the

absence of PrP function (i.e. PrP-null mice), this modulation (presumably inhibitory in the

WT animal) would be abolished resulting in enhanced NMDA receptor function. Our ability to

easily rescue the effect in PrP-null neurons, and bring it about in WT neurons via RNAi, could

be viewed as supportive evidence for a direct interaction between PrP and NMDA. However

this effect may not be mutually exclusive or be limited to these two proteins (i.e. PrP and

NMDA) and could involve other partners. A recent study may provide additional support

towards an interaction hypothesis. Solforosi and colleagues recently showed that in vivo focal

hippocampal injection of PrP-specific antibodies results in cross-liking of native PrPC resulting

in extensive hippocampal neuronal loss [308]. Coincidentally, NCAM was cross-linked as a

control experiment for a GPI-anchored protein and did not result in neuronal loss. Antibody-

mediated cross-linking in PrP-null mice was also ineffective in causing cell death, suggesting

that cell-surface expressed PrP is the key mediator of the neuronal loss. However, the authors

note that the neuronal death probably did not result due to blocking of a direct interaction
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between PrP and some other molecule. This was suggested by the observation that monovalent

Fab fragments of the same death-inducing antibody did not result in neuronal loss. Indeed, the

authors suggested that the cross-liked PrP, perhaps by interacting with another molecule, can

initiate apoptotic cell death cascades. Another protein interaction relevant to NMDA receptor

function involves ephrins, which are a class of receptor tyrosine kinases that are GPI-anchored

to the membrane and are present at both pre and postsynaptic membranes. Ephrins can interact

trans-synaptically to modulate hippocampal synaptic plasticity [80]. Moreover, postsynaptic

ephrins (EphB) have been shown to directly interact with NMDA receptors both extracellularly

and intracellularly to modulate CA3 and CA1 hippocampal plasticity. Mice lacking EphB2

have normal AMPA currents but exhibit diminished LTP, which is reminiscent of findings in

PrP-null mice [80, 64].

At present, there are no direct molecular links between PrP and NMDA receptors. How-

ever, findings such as those described for NCAM and ephrins open a realm of possibilities

where PrP in its physiological role, can either directly modulate NMDA receptors (via an ex-

tracellular, possibly allosteric interaction) and/or interact with another protein species, such as

a phosphatase (or kinase), to alter NMDA receptor function.

Modulation of NMDA Receptors via Phosphatases and/or Kinases. NMDA receptor func-

tion is tightly controlled by a balance between protein tyrosine phosphatases (PTPs) and pro-

tein tyrosine kinases (PTKs) [80, 360, 198]. There is precedent for enhanced NMDA receptor

currents by tyrosine kinase-dependent mechanisms. Src and Fyn tyrosine kinase, of the Src

family of kinases (SFKs), are known modulators of NMDA receptor function. Specifically,

using peptide activators, the activity of protein tyrosine kinases (PTKs) has been shown to

increase synaptic NMDA receptor currents [288]. In particular, studies have identified NR2

subunits (mainly NR2B) as main targets of phosphorylation. The precise manner by which

NMDA receptor phosphorylation results in increased currents remains unknown, but due to

the large number of tyrosine residues in the c-termini of NR2 receptors many potential targets

exist. In addition, the phosphorylating action of PTKs may be on other proteins that are in

a complex with NMDA receptors, such as PSD93 [288]. Another potential effect of PTKs

could affect receptor trafficking to and from the plasma membrane. Indeed, during tetanic
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stimulation, the pool of NMDA receptors is decreased due to presumed increased membrane

insertion [288]. Thus, it may be that membrane vs. total protein levels are unchanged during

low levels of activity but become altered during epochs of intense activity (such as hyperex-

citability or seizure-like activity). Inhibitors of SFKs activity have been shown to diminish

NMDA-receptor dependent potentiation that is a key component for LTP in CA1 hippocampal

neurons. Furthermore, in relation to excitotoxicity, SFK inhibitors suppress NMDA-mediated

cell death in vitro [141]. If the enhanced NMDA receptor currents in PrP-null mice are medi-

ated by the action of PTKs, it would imply that this becomes the case in the absence of PrP.

Thus, the presence of PrP may somehow act to inhibit the action of PTKs (or subtypes thereof

such as src kinase). Alternatively, PrP can interact with PTPs to maintain some basal level of

phosphatase activity. In keeping with this concept, early studies have shown that NMDA re-

ceptor function is reduced by the action of PTPs [198, 360]. Specifically, block of calcineurin

activity (a calcium/calmodulin-dependent phosphatase) results in prolonged NMDA receptor

activation [198]. Most notably, there exists a link between calcineurin and prion protein as-

sociated neurodegeneration. The transgenic mouse Tg(PG14) expresses a PrP homolog that is

associated with human prion disease. These mice show accumulation of a protein that forms

aggregates and is resistent to proteases, which closely tracks the pathophysiology of human

prion-associated diseases. These mice ultimately develop neurodegeneration that culminates

in a severe ataxia and apototic cell death. Very recent work by Biasini and colleagues has

shown that a 50% reduction of calcineurin takes place in the cerebellum of pre-symptomatic

Tg(PG14) mice [16]. This reduction occurs well before there are any histological signs of

neuronal death, which strongly suggests that a decrease in calcineurin function precedes neu-

rodegeneration in a causative manner. The fact that calcineurin is a cytoplasmic protein and

that most of the cellular PrP resides on the extracellular surface may indicate the presence

of an intermediate signalling protein. Alternatively, calcineurin may interact with one of the

intracellular prion protein species to bring about the reported effects. Taken together, these

studies along with findings obtained from this study, suggest that there may be a role for native

PrP in directly or indirectly regulating the extent of NMDA receptor function (perhaps via cal-

cineurin). When this influence is removed, such as in PrP-null mice, it can result in overactive
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NMDA receptor function that mediates excitotoxicity.

Changes in NMDA Receptor Subunit Composition. Another hypothesis that may explain

our findings involves a possible alteration in the subunit composition of functional NMDA

receptors. Our observation of prolonged deactivation kinetics in evoked currents is highly re-

semblant of isolated currents from NR1/NR2D containing NMDA receptors [353, 240]. In fact,

the mean deactivation rate in expression systems (t = 4.8 s for 300 ms [100 µM] NMDA appli-

cation) [240] was very close to what we observed in PrP-null primary neurons (t(0.5 Max Amp)

= 5.3 s for 500 ms [100 µM] NMDA application). Thus, our observations can also be inter-

preted to involve NR2D. This NMDA receptor subunit was believed to be exclusively a prena-

tal/neonatal NR2 subunit based on early reports that its expression dramatically decreased after

approximately day seven of life [254, 240]. However, recent evidence suggests that NR2D is

well expressed into adulthood [334]. Our findings support this notion given that we detect both

mRNA and protein species for NR2D in neonatal and adult isolated hippocampi. Hippocam-

pal localization of NR2D is also well known [240] and is similar to that of prion proteins

[201, 287]. While it is accepted that glutamatergic NMDA-dependent synaptic transmission

is mostly facilitated by NR1/NR2A or NR1/NR2B, or NR1/NR2A/NR2B heteromeric NMDA

receptors, the role of NR2D has to-date been classified as non-synaptic [75]. The notion that

NR2D receptors may be non-synaptic comes from the discrepancy between their presence in

pre- and postsynaptic membranes but lack of prolonged synaptic currents in neurons known to

express them. If our findings in PrP-null mice are due to an NR2D functional effect, it would

represent a condition where NR2D can be localized to the synapse give that we observed pro-

longed kinetics for both miniature and evoked NMDA currents. Our results also suggest that

transcription, expression, and membrane localization of NR2D are not altered between WT and

PrP-null neurons. Specifically, using RT-PCR, western blot, and ELISA analysis we showed

evidence that there are no appreciable differences between WT and PrP-null neurons of tran-

scription, expression, and membrane targeting of NR2D subunits. Immunostaining also did

not reveal dramatic differences in receptor clustering along neuronal processes. However, our

experiments cannot exclude the possibility that the absence of PrP somehow uncovers or aug-

ments NR2D function without affecting the expression-related parameters. For example, by
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recruiting more functional receptors to synaptic membranes. One such alteration could in-

volve a shift in abundance from triheteromeric NMDA receptors (e.g. NR1/NR2B/NR2D) to

the diheteromeric form (e.g. NR1/NR2D). Indeed, it is speculated that triheteromeric recep-

tors would not exhibit the prolonged deactivation kinetics observed for the diheteromeric form

[74]. NMDA receptors containing NR2B subunits also exhibit slow deactivation kinetics but

these can be 3 fold faster than NR2D. Using a relatively selective antagonist for NR2B we

were able to show that the involvement of these subunits is seemingly minimal. This is also

supported by our RT-PCR data. In our experiments we also observed larger than WT evoked

NMDA currents in response to brief (50 ms) NMDA application; this observation could sup-

port greater involvement of NR2D subunits given that their IC50 for glutamate is the lowest

amongst all NMDA subunits [74]. However, it should be noted that in transgenic mice over-

expressing NR2D, NMDA evoked receptor currents exhibit prolonged deactivation kinetics but

also showed a decrease of approximately 20-30% in peak current amplitude [254]. Therefore,

we cannot exclude the possibility that other NMDA subunits are affected in the PrP-null mice

in a manner consistent with our findings.

NMDA-mediated Excitotoxicity. Regardless of the precise mechanism by which abolish-

ment of endogenous PrP results in enhanced NMDA receptor currents, our findings show that

these mice would exhibit greater susceptibility towards excitotoxic neuronal death. The fact

that PrP-null mice or primary cultures are more susceptible to NMDA excitotoxicity (and for

glutamate by inference) has been alluded to in the literature without identification of the mode

by which it can occur. Specifically, previous studies have shown: reduced MK-801 sensitivity

in PrP-null mice [213, 93], enhanced neuronal survival by MK-801 block in PrPSc infected

cultures [245] and in cultures treated with a PrP infectious fragment [33]. In addition, recently

MK-801 block reduced cell death in a kainate model of induced neurotoxicity [278]. The role

of glutamate-dependent neuronal death involving NMDA receptors is well established in other

fields such as ischemic stroke [10]. Intriguingly, in a very recent study involving patients and

both in vitro and in vivo animal models, Mitsios and colleagues have shown that endogenous

PrP up-regulated in response to acute ischemic stroke, thereby linking the long-suggested pro-

tective role of endogenous PrP to clinical observations [235]. Specifically they demonstrated
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that: endogenous PrP expression is elevated in plasma samples obtained from patients during

the acute phase of ischemic stroke. Also, increased levels of PrP are detectable in surviving

neurons localized to the peri-infract region; this latter finding was shown in animal models both

in this and another study [363]. Taken together, all of these findings support the notion that

loss of PrP function, either via gene KO or misfolding to the PrPSc form, equate to removal of

a neuroprotective role served by this complex and diverse protein.

Concluding Remarks. Collectively, our results demonstrate a novel link between prion

protein and the NMDA receptor, and furthermore support the notion that PrP serves as a pro-

tective agent against excitotoxic neuronal death. This implies that the cellular dysfunction and

neurodegeneration, which are hallmarks of the prion disease state, may in part be facilitated

by excessive calcium entry via NMDA receptors. Further research is required to elucidate the

precise mechanisms by which PrP affects NMDA receptor function. Nonetheless, identifica-

tion of this interaction between PrP and the NMDA receptor offers a novel target for protective

therapies for prion-associated neurological diseases. A recent study in rodents has shown that

a PrPSc infected animal can be made to improve from both neurodegeneration and synaptic

dysfunction by targeted removal of the endogenous PrP gene at nine days post-infection [217].

Our observations of dramatic alterations in NMDA receptor activity suggest that PrP exhibits

properties that qualify it as a modulator of NMDA receptor function under physiological condi-

tions. Thus, our results, along with those from previous studies describing a variety of cellular

roles for PrP, strongly advocate for further research into the entire spectrum of physiological

functions for this diverse and intriguing protein.



Chapter 5

General Discussion: Overall Remarks & Future Directions

The overarching theme in this dissertation has been neuronal excitability as studied through the

prism of hyperexcitability and epileptiform seizure activity. The mandate of this chapter is to

make some suggested links between the three topics studied in this dissertation - mainly T-type

channels, High Frequency Oscillations (HFOs), and prion protein. On the surface, these topics

are each independent but if one considers the broad topic of neuronal excitability and hyperex-

citable states associated with seizure activity, it is realized that these topics share mechanisms

that are each inter-related and insightful towards each topic. I will briefly discuss how altered

neuronal and network dynamics, under hyperexcitable conditions such as epileptiform activity,

can facilitate the interaction of cellular parameters that may not otherwise directly affect one

another. I will also propose some experiments dealing with each of the topics described in the

previous chapters.

5.1 The Complexities of Investigating Neurophysiology in the Brain

The brain is tremendously complex not only due to the number of neuronal, glial, and vascular

elements but also due to the number of parameters and interactions between these “subsys-

tems”. Indeed, it is difficult to capture all of the aspects that govern brain function in a final

chapter of any document, but a more precise description would also state that many of these

parameters, the so-called state-variables which govern the dynamics of the brain, are functions

of one another (in a mathematical sense). In other words, even it were presently possible to

consider all of the individual components and their individual functions within a neuron (e.g.

genes to proteins with associated functions), it would take considerably more effort to work

out their inter-relations. However, at the same time, a small perturbation in a key parameter

can have dramatic consequences for the overall system. For example, a small alteration in the

ratio of alpha helices and beta sheets, as reflected in a misfolded version of an endogenous

153
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protein goes on to wreak havoc in many host species. Such an observation is not surprising

given factors such as the ubiquitous nature of a particular protein, or perhaps its interaction

with other proteins that are themselves ubiquitous can be at play. Alternatively, different cellu-

lar states of activity (brought on by either the environment or internally triggered) may affect

many downstream processes via cell signaling cascades. Nonetheless, there is a key message

that can be learned from biological systems in stress or affected by a disease condition. That

is, when a system is operating in extreme ranges of its dynamic range, it often exhibits sim-

pler dynamics and occupies a state where multiple previously un-interacting variables begin

to interact. Borrowing again from the physical sciences, a simple analogy here would be the

parameters governing the dynamics of gas molecules, which are more complex, say at room

temperature, but become much simpler and predictable at high temperatures and low pressures

(i.e. the ideal gas law). In keeping with the notion that some system parameters only interact

or become relevant for particular, typically more extreme, overall system states, I will discuss

possible inter-relations between our observations concerning T-type channel function, high fre-

quency oscillations, and prion proteins. Indeed, a framework that allows for conceptualization

and analysis of complex systems with many interacting variables is nonlinear dynamical sys-

tems theory (see Section 1.2.2).

No research project is ever truly completed, as each answer raises new questions. This of

course also applies to my doctoral research. Some of the potential avenues for future research

are given below for each chapter.

5.2 T-type Channels, Bursting, and Links to HFOs

Seizures represent a state of close-to-maximal neuronal network excitability whose effects

are manifested across many elements governing neuronal function. During seizure activ-

ity many cellular processes are augmented and also suppressed, these include: the activity

of ion channels, receptors involved in neurotransmission, cytoskeletal elements involved in

short-term/long-term changes in dendrite spine morphology, activity of kinases and phos-

phatases, cell metabolism, and gene transcription. Indeed, it is during such hyperexcitable

states where many system parameters interact under rapid dynamics. Some of these interac-
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tions may not normally occur during “normal” function. Perhaps a good example would be a

hyperexcitability-mediated activation of a particular or subgroup of protein kinases that have

many diverse downstream targets (e.g. src family of kinases). Alternatively, the occurrence of

a hyperexcitable state, such as via a single seizure episode, can trigger an alteration or unmask-

ing of function of a native protein. I will describe such a change involving T-type channels and

its putative effects on hippocampal high frequency oscillations (HFOs).

Previously, I have alluded to the fact that T-type channels participate in physiological

(sleep) and pathological (SWDs) neuronal firing. Specifically, in the thalamus and possibly the

neocortex, T-type channel activity facilitates rebound bursting. Although T-type channels are

robustly expressed in the hippocampus, their functional role had not been identified in the form

of rebound bursting; they are believed to participate in dendritic calcium currents. However, a

very recent study investigating alterations in CA1 cell firing in response to a single episode of

status epilepticus has shown that T-type channels are responsible in converting normal, regular,

CA1 cell firing to bursting [380]. This de novo bursting mechanism is facilitated by an alter-

ation in distal dendritic T-type currents that interplay with somatic backpropagating spikes to

generate epileptiform bursting activity. The precise mechanism for this alteration is unknown

but it is speculated that it involves increases in Cav3.2 expression (including alternate splice

variants) and/or channel modulation [389]. This finding has important implications for HFOs

that are most robustly generated in the hippocampus in the presence of an underlying epileptic

condition. Indeed, much evidence supports the notion that interictal (epileptiform) discharges

are generated by clusters of bursting neurons. Therefore, the involvement of T-type channels

as contributors to HFO generation offers new avenues for further research. As introduced in

section 3.1.2, HFOs are an ensemble phenomenon generated by rapid changes in neuronal syn-

chrony. Therefore, their mode of generation can involve a spectrum of cellular mechanisms.

With regards to our findings concerning prion proteins, in addition to increased NMDA cur-

rents, seizure-like events in PrP-null mice exhibit greater HFOs. Moreover, NMDA receptors

are particularly involved in hippocampal HFO generation [258]. Therefore, modulation of

NMDA receptor function via endogenous prion protein may also have a role in seizure-related

processes.
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5.2.1 Future Directions: Elucidating the Role of Cav3.2 Mutations in Seizure Genesis

Mutations in Cav3.2 Channels Associated with IGEs. In the study of Cav3.2 mutations as-

sociated with IGEs I observed minimal alterations in channel gating. However, as confirmed

by other studies, biophysically silent mutations do not equate to a lack of functional conse-

quences. Experimental evidence suggests that mutations can affect channel membrane expres-

sion and can also be involved in affecting alternate splicing of the native CACNA1H gene.

Furthermore, it is evident that different T-type channel isoforms are preferentially expressed in

different cells types in the thalamus and neocortex, which most likely correlates with different

firing properties of these neurons. The following future experiments may serve to enhance our

understanding of Cav3.2 mutations and the putative functional consequences in relevance to

seizures.

Transient transfection of channel variants into a neuronal background - perhaps primary

cortical cultures and/or dissociated thalamocortical neurons, in order to assess possible bio-

physical changes in a neuronal background. The channel constructs could also be tagged with

a fluorophore and the overexpressed mutant, when compared with WT, can be used to examine

differential targeting. This may perhaps be very interesting for mutations in the I-II linker that

have been show to alter membrane channel expression, which may have different effects in a

neuronal background.

Knock-in experiments for mutants that show the greatest functional effects. It would be

ideal if this could be done in a temporal (e.g. neonatal) and tissue specific (thalamus and/or

neocortex) manner. The knockin animals would then be examined using slice and in vivo

electrophysiology and perhaps imaging to search for possible changes in function and channel

trafficking.

In the case of mutations in the C-terminus of the channel, it would be interesting to search

for potential intracellular targets (i.e. involved in cell signalling) that may be affected or that

can bind to the channel as a result of the altered amino acid sequence.

It would be ideal if one could explore the precise functional consequences of each Cav3

isoform on neuronal activity in the neocortex, thalamus, and hippocampus. With the prospect

of future selective T-type channel blockers, a great many number of electrophysiological ex-
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periments can be performed to provide a better understanding of this topic. In this context, the

effect of different T-type isoforms could be investigated in relation to neuronal bursting and

possibly HFO generation.

It is also clear that larger and more diverse patient population studies are required to further

identify potential families that exhibit T-type channel mutations that clearly segregate with the

epileptic phenotype. One can speculate that it would be such mutations that offer the greatest

probability of finding a causative relation between channel variants and an underlying epileptic

phenotype.

5.2.2 Future Directions: Preictal Changes in HFOs and their Dissociation with Seizure

Type

Our study of HFOs both in vitro and in patients with epilepsy suggest that they are localized to

the seizure onset zone and seem to be surrogate markers of epileptogenicity in seizure gener-

ating brain regions. Moreover, HFOs exhibit temporal changes during the immediate preictal

epoch that seem to be indicative of rapid changes in synchrony that culminate in the ictal event.

One aim for this research was to ultimately utilize HFOs to improve seizure localization in pa-

tients with difficult to characterize epilepsy, thereby guiding treatment. A second aim was to

better characterize pre-seizure changes. There is a body of evidence that suggest that there

exists a “preictal state” - a state of brain activity in the immediate time leading up to seizure

when the affected neuronal network is in the process of making a transition to the seizure state.

Alterations in network synchrony are in their most dynamic form during this state and it is

not entirely clear whether the transition to seizure is a gradual process or a sudden transition

between the two states. Nonetheless, the preictal state represents an intermediate state and

due to this it represents a point in system dynamics when it is most venerable to perturbation.

Therefore, better definition of the preictal state may allow for the use of transient treatment

modalities such as electrical deep brain stimulation and/or focal pharmacological delivery.

Our study of HFOs in patients with epilepsy needs to be expanded to include more patients.

It also needs to include analysis of all EEG contacts, which is significant computational under-

taking. Our findings seem to suggest that HFOs are present in more contacts in relation to the
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size of the affected region generating epileptiform activity. This topic needs to be expanded on

by analyzing data for more patients with large (e.g. 128 electrode) grid implantations. HFOs

have mainly been studied in temporal lobe epilepsy. It is of critical importance to examine

HFO dynamics for other seizure types, specifically the more difficult to treat forms such as

neocortical epilepsy. This is of great importance if HFOs, as surrogate markers of epilepto-

genicity, are to have implications for clinical practice. HFOs are poorly understood in pediatric

patient populations. Analysis of EEG obtained in children undergoing seizure monitoring is

required to assess their utility in localizing seizures in this patient population.

5.3 Prion Proteins as an Important Endogenous Synaptic Protein

Our results show a novel link between PrP and NMDA receptor function. In the absence of

PrP, NMDA receptor currents are greatly augmented. Specifically, NMDA receptor affinity

for ligand is enhanced and activated receptor channels show very prolonged deactivation ki-

netics; together these changes support greater calcium entry upon receptor activation. The

precise mechanism for this alteration is unknown, however it may include: a change involv-

ing allosteric modulation of the NMDA receptor or its ligand or cofactor binding sites, altered

regulation by kinases and/or phosphatases, and also possibly changes in the composition of

NMDA receptor subunits. The augmented receptor currents result in greater excitotoxicity in

PrP-null mice. Given that in the disease state, much of the endogenous PrP is converted to

the PrP-Sc form, which is believed to be misfolded and insoluble - it would be reasonable

to consider the infected animal or human, in some capacity, as either a complete or partial

knockout. Therefore, NMDA-mediated excitotoxic cell death may be an additional cause for

neurodegeneration.

5.3.1 Future Directions

In order to further test the involvement of PrP in altering the functional composition of NMDA

receptors (e.g. increased functional NR1/NR2D), RNAi experiments can be carried out tar-

geting NR2A, NR2B, and NR2D in order to evaluate which of these can abolish prolonged

receptor deactivation in PrP-null mice. If NR2D is involved, the RNAi experiment should
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rescue, to some level, the WT phenotype.

The src family of tyrosine kinases may be affected or triggered in the absence of PrP re-

sulting in augmented NMDA function. Experiments can be performed with both src kinase

inhibitors and activators to assess the role of these proteins in bringing about the observed

NMDA receptor kinetics.

At present, I do not believe that the glycine binding site is affected by the lack of PrP, how-

ever it is possible that glycine affinity is altered, thus resulting in potentiated NMDA currents.

Experiments can be performed in WT neurons with even greater glycine concentrations to test

how NMDA receptor currents may be affected.

Current clamp and calcium imaging experiments can be performed in neuronal cultures in

order to assess the effect of augmented NMDA currents on neuronal and network excitability.

Indeed, at present my experimental findings do now show a direct alteration of NMDA cur-

rents at the level of slice recordings, although the zero-magnesium data are highly suggestive.

It would be useful to directly address this issue with whole-cell voltage clamp recordings us-

ing QX-314 in the patch pipette while recording evoked (via Scheffer collaterals) potentials

at different holding potentials that selectively allow for AMPA/kainate vs. NMDA currents.

In addition, the AMPA-to-NMDA ratio can be computed for the currents in both slice and

neuronal culture recordings in order to directly control for slice-to-slice and culture-to-culture

variations in cell responses.

It would be very interesting to perform calcium imaging, perhaps in the isolated hippocam-

pus, using patch clamp and two-photon experimental modalities. Two-photon imaging can also

be used to visualize calcium dynamics in spines (both in vitro and in vivo) to further assess the

functional consequences of PrP removal on synaptic NMDA currents. The increased amplitude

and prolonged deactivation kinetics need to be validated in vivo.

In the context of our excitotoxicity experiments, it would be important to show that the

extensive cell death can be reduced by application of APV or MK-801. Moreover, in light of

the recent findings suggesting the participation of AMPA receptors, it would be intriguing to

also isolate possible contributions of AMPA receptor activation as possibly triggered during

NMDA-mediated cell death. Neuronal loss in the context of apoptosis can also be examined
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with more specific markers in addition to the TUNEL staining (e.g. caspase-3 staining). Also,

the response to NMDA should be assayed in vivo and perhaps in hippocampal slice cultures.

For in vivo experiments, NMDA would be focally injected in one hippocampus (vehicle in the

other) and neuronal loss assessed by staining techniques.

Historically, the study of seizures and epileptic patients have been an avenue for the ex-

ploration of normal brain function. The described studies in this dissertation concerning three

separate parameters affecting neuronal excitability and seizures aim to follow through a simi-

lar path, where the knowledge gained can be applied to advance physiological understanding.
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Ethics Approval for EEG Study

Figure A.1: Ethics approval for patient-based EEG study.
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Journal Copyright Approvals

Figure B.1: Copyright approval from Journal of Biological Chemistry.
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Figure B.2: Copyright approval from Annals of Neurology.



164

Figure B.3: Copyright approval from Physiological Reviews.
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Figure B.4: Copyright approval from Epilepsia.
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